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1. Introduction
[bookmark: Proposal_Pattern_Length]This document explains details of the candidates approaches to handle the XR packets with different priorities, also taking into consideration the companion document [1] that discusses the RAN2 foreseen impacts/implication depending how the XR traffic of a given stream is mapped with the DRB(s).
1. Discussion
DRB mapping for XR traffic
For current discussion, it is important to keep in mind the following points explained in [1]:
Observation 1. [bookmark: _Toc114962347][bookmark: _Toc115035369][bookmark: _Toc115082335][bookmark: _Toc115172781][bookmark: _Toc115358491][bookmark: _Toc115381477][bookmark: _Toc115387794][bookmark: _Toc115387936]The priority/importance information of a PDU set discussed by SA2 could also help RAN and UE in different ways, e.g. during the scheduling, prioritization, discard as well as when providing the most appropriate configuration.
Observation 2. [bookmark: _Toc114962348][bookmark: _Toc115035370][bookmark: _Toc115082336][bookmark: _Toc115172782][bookmark: _Toc115358492][bookmark: _Toc115381478][bookmark: _Toc115387795][bookmark: _Toc115387937]It seems challenging to impose that any XR application should be able to handle packets out of order for one XR traffic stream. This would be a potential new requirement on the XR application associated by this new feature. Therefore, it seems preferable to maintain NR operation that guarantees that packets of one traffic stream are normally delivered in-sequence to upper layers.
Observation 3. [bookmark: _Toc114962349][bookmark: _Toc115035371][bookmark: _Toc115082337][bookmark: _Toc115172783][bookmark: _Toc115358493][bookmark: _Toc115381479][bookmark: _Toc115387796][bookmark: _Toc115387938]RAN2 can discuss how the packets of different priority/importance are mapped into the DRBs independently from SA2 decision on the QoS flow usage/marking for XR.
Therefore, when handling XR traffic, RAN2 should aim to provide differentiated handling for packets of different priority/importance and in-sequence delivery requirement.
Proposal 1. [bookmark: _Toc114785573][bookmark: _Toc114954074][bookmark: _Toc114962350][bookmark: _Toc115035360][bookmark: _Toc115082326][bookmark: _Ref115172620][bookmark: _Toc115172784][bookmark: _Toc115172883][bookmark: _Toc115358494][bookmark: _Toc115381480][bookmark: _Toc115387786][bookmark: _Toc115387939]RAN2 should discuss whether same or different DRBs are preferable to handle packets of different priority/importance and in-sequence delivery requirement. This discussion can be independent of SA2 decision on QoS flow usage/marking for XR. 

As it is explained in [1], neither of the approaches (single DRB and multiple DRBs) can directly support both the requirements of in-sequence delivery and different priority for the packets of the same XR traffic stream. I.e. both approaches require some changes. The relevant table from [1] is copied here for reference on foreseen RAN2 impacts.
Approach 1) Single DRB: Packets requiring different QoS/handling based on XR characteristics may be mapped to a single DRB associated with a single PDCP entity and different logical channels (i.e., different RLC bearers).
Approach 2)  Multiple DRBs: Packets of different QoS/handling requirements may be mapped to different DRBs with different PDCP entities. Key open aspect to consider here is reordering of the data received from multiple DRBs.
	Topic
	Option (A) Single DRB
	Option (B) Different DRBs

	1) How to maintain in-sequence delivery of packets 
	  Legacy operation seems sufficient (as packets of different priority are sent in same DRBs)
	  New reordering mechanism might be required across different DRBs e.g., common sequence number (SN) required across packets of those different DRBs

	2) How the priority/importance info. of the packets is used to provide differentiated handling
	  AS layer needs to differentiate packets of the same DRB that require different priority to provide them with the optimum and differentiated operation e.g. using different logical channels for the same DRB with different priority with additional mechanism to split packets after PDCP to the different logical channels based on the priority requirements
	  Legacy operation seems sufficient (as packets of different priority are sent in different DRBs)



Next sub-sections provide further details on how each approach may work considering that both are feasible. In our understanding both approaches could be considered as candidate solutions during the study phase.
Proposal 2. [bookmark: _Toc115035361][bookmark: _Toc115082327][bookmark: _Toc115035362][bookmark: _Toc115082328][bookmark: _Ref115172644][bookmark: _Toc115172785][bookmark: _Toc115172884][bookmark: _Toc115358495][bookmark: _Toc115381481][bookmark: _Toc115387787][bookmark: _Toc115387940]To support in-sequence delivery of the packets with different priority/important, RAN2 should consider further the following: approach (1) a single DRB and different logical channels to support different priorities for the packets of the same DRB, and approach (2) multiple DRBs with reordering maintained among the multiple DRBs.

[bookmark: _Toc110199899][bookmark: _Toc110199924][bookmark: _Toc110342140][bookmark: _Toc110199932][bookmark: _Toc110199957][bookmark: _Toc110258392][bookmark: _Toc110262533][bookmark: _Toc110337066][bookmark: _Toc110342148][bookmark: _Toc110363177][bookmark: _Toc110401401][bookmark: _Toc110029591][bookmark: _Toc110199935][bookmark: _Toc110199960]Approach 1 – Single DRB (and different logical channels to support different priorities for the packets of the same DRB)
In this approach, a single DRB can be mapped to multiple RLC bearers to enable differentiated handling; i.e., using multiple logical channels for a single DRB to provide differentiated handling for the different packets of the DRB/QoS flow. It can be assumed that there is at least one RLC UM bearer for low latency XR or low reliability traffic, and other RLC bearer(s) which could have acknowledged or unacknowledged mode. Figure 1 below shows that there could be N RLC UM bearer(s) and M RLC AM bearer(s) as required with N ≥1, M ≥0.


[bookmark: _Ref110436334]Figure 1: Multiple RLC bearers for differentiated handling using a single DRB approach 
In summary, a single PDCP entity could be mapped to multiple RLC AM and UM bearers to support different priorities for the packets of the same DRB.
Proposal 3. [bookmark: _Toc114962352][bookmark: _Toc115035363][bookmark: _Toc115082329][bookmark: _Toc115172786][bookmark: _Toc115172885][bookmark: _Toc115358496][bookmark: _Toc115381482][bookmark: _Toc109982708][bookmark: _Toc110029204][bookmark: _Toc110029593][bookmark: _Toc110199938][bookmark: _Toc110199963][bookmark: _Toc110257658][bookmark: _Toc110257906][bookmark: _Toc110262545][bookmark: _Toc110336961][bookmark: _Toc110337051][bookmark: _Toc110342152][bookmark: _Toc110363196][bookmark: _Toc110401413][bookmark: _Toc110424395][bookmark: _Toc110438154][bookmark: _Toc110438313][bookmark: _Toc115387788][bookmark: _Toc115387941]For approach (1) of Proposal 2 (i.e. using single DRB), a single PDCP entity could be mapped to multiple RLC AM bearers and/or multiple RLC UM bearers as required to support different priorities for the packets of the same DRB. 
Based on the XR data characteristics, a PDCP PDU can be sent to the associated RLC bearer(s) either switching among the RLC bearers (based on the criticality requirement), and/or duplicated over multiple RLC bearers (based on reliability requirement). These two mechanisms for the XR differentiated packet handling of the PDCP PDUs for the single DRB case are discussed in some detail as follows.
[bookmark: _Toc110199937][bookmark: _Toc110199962][bookmark: _Toc110342151]Option (A) Switching of the RLC bearer
One option for XR differentiated packet handling for the single DRB could be through RLC bearer switching. Different PDCP PDUs could be sent to different RLC bearers which may have UM or AM mode i.e. a PDCP PDU could be selectively sent to one or other RLC bearer based on a characteristic associated with the data PDU. For example, critical XR data PDUs (those that require higher reliability) could be sent to RLC AM bearer, while non-critical or latency sensitive XR data PDUs may be sent to RLC UM bearer as shown in Figure 2 below. Note that the terms importance, priority or critical are used to referred to the same concept for XR kind of data.


[bookmark: _Ref110436424]Figure 2: Switching between different RLC bearer based on XR data characteristics (critical/non-critical)
How PDCP data PDUs are mapped to different RLC bearers could be configured by RRC signalling. In the UE transmitter, since the PDU set priority for a given PDCP PDU should be known by UE implementation, UE can submit the PDCP PDU to corresponding RLC bearer(s) based on RRC configuration. 
Proposal 4. [bookmark: _Toc110199939][bookmark: _Toc110199964][bookmark: _Toc114962353][bookmark: _Toc115035364][bookmark: _Toc115082330][bookmark: _Toc115172787][bookmark: _Toc115172886][bookmark: _Toc115358497][bookmark: _Toc115381483][bookmark: _Toc110262547][bookmark: _Toc110336963][bookmark: _Toc110337053][bookmark: _Toc110342153][bookmark: _Toc110363198][bookmark: _Toc110401415][bookmark: _Toc110424396][bookmark: _Toc110438155][bookmark: _Toc110438314][bookmark: _Toc115387789][bookmark: _Toc115387942]For approach (1) of Proposal 2 (i.e. using single DRB), one option (A) is to perform switching of the RLC bearer. I.e. A PDCP PDU can be sent selectively to an associated RLC bearer based on XR traffic characteristic, e.g. priority/important XR data PDUs (i.e. those that require higher reliability) could be sent to RLC AM bearer, while others (e.g. non-critical or latency sensitive) XR data PDUs may be sent to RLC UM bearer. 
Option (B) Selective duplication
Another option to provide higher reliability to critical XR packets could be through selective duplication. A given PDCP PDU or a group of PDCP PDUs (PDU set) could be sent over more than one RLC bearer (i.e. duplicated) when required. For XR traffic, given that reliability requirements may differ per PDU or per PDU set level, duplication could be activated per packet, or per group of packets, unlike legacy option, where duplication is activated per DRB. This is shown in Figure 3 below.


[bookmark: _Ref115386829]Figure 3: Selective PDCP duplication per group of PDUs (i.e PDU set)
Proposal 5. [bookmark: _Toc110029596][bookmark: _Toc110199941][bookmark: _Toc110199966][bookmark: _Toc110257660][bookmark: _Toc110257908][bookmark: _Toc110262548][bookmark: _Toc110336964][bookmark: _Toc110337054][bookmark: _Toc110342154][bookmark: _Toc110363199][bookmark: _Toc110401416][bookmark: _Toc110424397][bookmark: _Toc110438157][bookmark: _Toc110438315][bookmark: _Toc114962354][bookmark: _Toc115035365][bookmark: _Toc115082331][bookmark: _Toc115172788][bookmark: _Toc115172887][bookmark: _Toc115358498][bookmark: _Toc115381484][bookmark: _Toc109903032][bookmark: _Toc109906809][bookmark: _Toc109906965][bookmark: _Toc109919344][bookmark: _Toc109919469][bookmark: _Toc109919554][bookmark: _Toc109919640][bookmark: _Toc109982626][bookmark: _Toc109982709][bookmark: _Toc110029207][bookmark: _Toc115387790][bookmark: _Toc115387943]For approach (1) of Proposal 2 (i.e. using single DRB), one option (B) is to perform selective duplication. I.e, a PDCP PDU or a group of PDCP PDUs (i.e PDU set) for XR traffic could be sent to more than one RLC bearers (i.e. duplicated), where duplication for XR traffic could be selectively activated per packet, or per group of packets (rather than per DRB). 

Approach 2 – Multiple DRBs (with reordering maintained among the multiple DRBs)
In this approach, differentiated handling of the critical XR packets of a QoS flow can be achieved using multiple DRBs. For example, assuming XR traffic with critical and non-critical kind of packets, two DRBs may be used in order to provide suitable configurations to guarantee the desired reliability levels.
A key issue to consider when using this multiple DRBs approach, is how to ensure reordering among the multiple DRBs. Different solutions are explained below on how it may be feasible to enable this kind of operation.  
One solution approach is to define a mechanism in RAN, where the sequence numbering across the multiple DRBs is carried out at the transmitter end, and a reordering process specific to multiple DRBs is carried out at the receiver end as shown in Figure 4 below. The concept would allow that the critical and non-critical data is separated onto individual DRBs respectively. 


Figure 4: Possible method for reordering packets from multiple DRBs
To achieve this re-ordering, one possible option (a) could be to use a shared or common PDCP COUNT between the DRBs, where the COUNT for the packets is allocated in the same sequence as the incoming packets.  This shared COUNT could allow re-ordering at the receiving end of the packets across the different DRBs. In this option (a), Transmitter (Tx) side could split or coordinate on which DRB to use specific PDCP COUNT and the Receiver (Rx) side can then perform the re-ordering at the PDCP level across the associated DRBs. This option (a) will have the advantage of no additional overhead or new peer to peer protocol layer as such; however it would require some specification updates on how Tx (for UL traffic) and Rx side at the UE handles the PDCP COUNT and re-ordering. 
Another option (b) to achieve reordering in RAN across the DRBs could be to introduce a new layer (or sub-layer) to add a new sequence number (SN) or COUNT before splitting the packets or group of packets into the different associated DRBs. At the Rx side, required re-ordering across the different associated DRBs is through these new SNs accordingly. If such a new layer (or sub-layer) were defined, it could also include XR related characteristics as part of its header.
In summary, it would be helpful if RAN2 studies potential solution directions to enable differentiated handling and reordering for critical and non-critical XR data considering the approaches just discussed.
Proposal 6. [bookmark: _Toc114962355][bookmark: _Toc115035366][bookmark: _Toc115082332][bookmark: _Toc115172789][bookmark: _Toc115172888][bookmark: _Toc115358499][bookmark: _Toc115381485][bookmark: _Toc110600399][bookmark: _Toc110601597][bookmark: _Toc110867051][bookmark: _Toc115387791][bookmark: _Toc115387944]For approach (2) of Proposal 2 (i.e. using multiple DRBs), the following steps could be considered to guarantee in-sequence delivery: step (1) the PDCP COUNT for the packets could be allocated per arriving order before the data is split into multiple DRBs and step (2) reordering is performed at the receiver. There can be multiple possible options to enable these steps (1) and (2), if agreed.
Proposal 6.1. [bookmark: _Toc114962356][bookmark: _Toc115035367][bookmark: _Toc115082333][bookmark: _Toc115172790][bookmark: _Toc115172889][bookmark: _Toc115358500][bookmark: _Toc115381486][bookmark: _Toc115387792][bookmark: _Toc115387945]Option (a) reordering is performed at the PDCP level across the DRBs. Legacy PDCP COUNT value is sufficient to perform the reordering i.e. the PDCP COUNT value is common to multiple DRBs by splitting or sharing it between the different PDCP entities.
Proposal 6.2. [bookmark: _Toc114962357][bookmark: _Toc115035368][bookmark: _Toc115082334][bookmark: _Toc115172791][bookmark: _Toc115172890][bookmark: _Toc115358501][bookmark: _Toc115381487][bookmark: _Toc115387793][bookmark: _Toc115387946]Option (b) a new layer (or sub-layer) that is introduced to add a new COUNT (or sequence number (SN)) before splitting/segregating the incoming packets over multiple DRBs. For this option (b), the reordering at the receiver could be performed based on the COUNT (or SN) assigned by the new layer/sublayer.










1. [bookmark: _Toc463058201][bookmark: _Toc463058245][bookmark: _Toc463058202][bookmark: _Toc463058246][bookmark: _Toc463058203][bookmark: _Toc463058247][bookmark: _Toc465992504][bookmark: _Toc465993063][bookmark: _Toc465993086][bookmark: _Toc465993148][bookmark: _Toc465993084]Conclusion
The observations captured are the following:
Observation 1.	The priority/importance information of a PDU set discussed by SA2 could also help RAN and UE in different ways, e.g. during the scheduling, prioritization, discard as well as when providing the most appropriate configuration.
Observation 2.	It seems challenging to impose that any XR application should be able to handle packets out of order for one XR traffic stream. This would be a potential new requirement on the XR application associated by this new feature. Therefore, it seems preferable to maintain NR operation that guarantees that packets of one traffic stream are normally delivered in-sequence to upper layers.
Observation 3.	RAN2 can discuss how the packets of different priority/importance are mapped into the DRBs independently from SA2 decision on the QoS flow usage/marking for XR.
The proposals captured are the following:
Proposal 1.	RAN2 should discuss whether same or different DRBs are preferable to handle packets of different priority/importance and in-sequence delivery requirement. This discussion can be independent of SA2 decision on QoS flow usage/marking for XR.
Proposal 2.	To support in-sequence delivery of the packets with different priority/important, RAN2 should consider further the following: approach (1) a single DRB and different logical channels to support different priorities for the packets of the same DRB, and approach (2) multiple DRBs with reordering maintained among the multiple DRBs.
Proposal 3.	For approach (1) of Proposal 2 (i.e. using single DRB), a single PDCP entity could be mapped to multiple RLC AM bearers and/or multiple RLC UM bearers as required to support different priorities for the packets of the same DRB.
Proposal 4.	For approach (1) of Proposal 2 (i.e. using single DRB), one option (A) is to perform switching of the RLC bearer. I.e. A PDCP PDU can be sent selectively to an associated RLC bearer based on XR traffic characteristic, e.g. priority/important XR data PDUs (i.e. those that require higher reliability) could be sent to RLC AM bearer, while others (e.g. non-critical or latency sensitive) XR data PDUs may be sent to RLC UM bearer.
Proposal 5.	For approach (1) of Proposal 2 (i.e. using single DRB), one option (B) is to perform selective duplication. I.e, a PDCP PDU or a group of PDCP PDUs (i.e PDU set) for XR traffic could be sent to more than one RLC bearers (i.e. duplicated), where duplication for XR traffic could be selectively activated per packet, or per group of packets (rather than per DRB).
Proposal 6.	For approach (2) of Proposal 2 (i.e. using multiple DRBs), the following steps could be considered to guarantee in-sequence delivery: step (1) the PDCP COUNT for the packets could be allocated per arriving order before the data is split into multiple DRBs and step (2) reordering is performed at the receiver. There can be multiple possible options to enable these steps (1) and (2), if agreed.
Proposal 6.1.	Option (a) reordering is performed at the PDCP level across the DRBs. Legacy PDCP COUNT value is sufficient to perform the reordering i.e. the PDCP COUNT value is common to multiple DRBs by splitting or sharing it between the different PDCP entities.
Proposal 6.2.	Option (b) a new layer (or sub-layer) that is introduced to add a new COUNT (or sequence number (SN)) before splitting/segregating the incoming packets over multiple DRBs. For this option (b), the reordering at the receiver could be performed based on the COUNT (or SN) assigned by the new layer/sublayer.

1. [bookmark: _Ref434066290]Reference
[1] [bookmark: _Ref115358418]R2-2209631, DRB mapping for XR traffic, Intel Corporation, October 2022.
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