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Introduction
Following up with Rel-17 SI AI/ML for NG-RAN in RAN3, Rel-18 further agrees to study AI/ML impact over air interface for CSI feedback enhancement, beam management and positioning accuracy enhancement. As captured in [1], RAN2 is proposed to study the protocol aspects of AI/ML over air interface:
	· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 


During RAN1 #109e and RAN1 #110 meeting, RAN1 has made some progress on the general framework and AI/ML based use case study.
In this contribution, we first discuss the collaboration level between network and UE, followed up by the general framework to support different collaboration level. In the end, we further discuss the potential RAN2 impact of general framework and life cycle management. 
Discussion
During RAN1 #109e meeting, following three network-UE collaboration levels are agreed to be studied:
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


Before discussing general framework of supporting AI/ML over air interface, it is important to understand where and how the AI/ML model is deployed in the system of different network/UE collaboration level, which highly impacts the analysis of specification impact. 
RAN1 further agreed with following terminology during RAN1 #109e meeting:
		UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.





Furthermore, following components of life cycle management were also agreed in RAN1 #110 meeting:
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability


Furthermore, during Rel-17, RAN3 studied a general RAN intelligent framework for AI/ML NG-RAN:


During RAN3 discussion, all functionalities of AI/ML life cycle management (except Actor) are deployed at network side, since all use cases discussed in RAN3 are allocated at the network side. However, for AI/ML air interface, as discussed in RAN1, the model training and model inference functionalities can also be deployed at the UE side. Therefore, the above general framework could be further enhanced for different options of network-UE collaboration level.
Based on above terminologies and agreements, the network-UE collaboration levels and model deployment options can be summarized as below:
Option 1: Level x + one-sided model (either network-side model or UE-side model)
Option 2: Level y + one-sided model (either network-side model or UE-side model)
Option 3: Level y + two-sided model 
Option 4: Level z + two-sided model
Proposal 1: Support following network-UE collaboration levels and deployment options for AI/ML air interface:
· Option 1: Level x + one-sided model (either network-side model or UE-side model)
· Option 2: Level y + one-sided model (either network-side model or UE-side model)
· Option 3: Level y + two-sided model 
· Option 4: Level z + two-sided model
In below sections, we further discuss the detailed general framework of each option and potential RAN2 impact.
Option 1 (Level x + One-sided Model)
In this option, the model is deployed at one-side of the system (i.e. either network-side or UE-side) without model transferring over the air interface. Although the model itself is not transferred over the air interface andno collaboration for model LCM is needed, the network and the UE might still need to exchange some information to support successful model training and model inference. 
Here we use network-side model as an example to show the detailed general framework for this option:


From the above framework, to support Level x with one-sided model, the training and inference data and feedback information need to be exchanged over the air interface. That is, for network-side model, the UE can provide training data and feedback to the network; for UE-side model, network send the required input and feedback to the UE. There’s no specification impact over the air interface if the entity collect the data and feedback of its own.
· Data collection
To collect data required for model training and model inference from network to UE (UE-side model) or from UE to network (network-side model). This includes training/inference data, as well as feedback from the entity which acts as Actor.
Since there’s no signaling-based collaboration for Level x, the network or UE cannot choose and observe AI/ML model at the other side of the system. Therefore, for Level x, model registration, model deployment, model configuration, model selection, model monitoring, model update, model transfer and UE capability reporting are not needed. 
Proposal 2: To support Level x network-UE collaboration with one-sided model, exchanging training/inference data and feedback needs to be supported over the air interface.
For network-side model, since the model is trained and inferenced at the network side, the network needs to first provide configuration for data and feedback collection to the UE. After receiving the configuration, the UE can then report the requested data and feedback.


For UE-side model, it is also possible that the UE requests some information from the network side to assist its own model training and model inference. Therefore, the UE can first send a data request to the network, and the network can provide the requested data if available.


As discussed in later sections, data collection is needed for all options, whenever an AI/ML model is trained/inferenced at one entity while some inputs/feedbacks are required from another entity. 
Depends on the progress of RAN1, the detailed information carried in this procedure should be decided by RAN1 based on different use cases. However, RAN2 can first study the signaling aspects.
Proposal 3: To support data collection for AI/ML, RAN2 to study the following signaling aspects in all options, the details depend on RAN1 conclusion on each use case:
· Configuration and data reporting for network-side model
· Data request and data reporting for UE-side model
Option 2 (Level y + One-sided Model)
In this option, different from Option 1, although one-sided model is also considered, Level y also supports signaling-based network-UE collaboration. This implies that one entity can observe or monitor the model deployed at another entity over some signaling exchange, which provides flexibility for one entity to control the AI/ML model at another entity, especially for the network. 
Here, we use network-side model as an example of general framework:

In this option, the collaboration includes:
· Data collection
Similar as Option 1, data collection over air interface is used to collect data to be used for model training and model inference.
· Model monitoring
For model monitoring, it includes two aspects, i.e. system performance feedback (wireless aspects) and model performance feedback. Both performance indicators show how well the AI/ML model is behaved, which need to be reported to the same entity for an overall decision (e.g. model update). Normally, model monitoring is done by the same entity for model training, where the AI/ML model can further be retuned/updated based on received feedback. As shown in the above figure, if Actor which generates system performance feedback is a different entity with model training, signaling to support transmitting system performance feedback over the air interface is needed.
Observation 1: To support model monitoring, feedback information needs to be exchanged over the air if Actor and Model Training are not the same entity.
· Model selection, activation, deactivation, switching, and fallback operation
The model selection can be considered for both network-side model and UE-side model. When multiple AI/ML models are available, depends on the expected performance and capability, one entity can select which AI/ML model is used at the other entity. 
As agreed in RAN1 #110 meeting, common KPIs are used to evaluate the performance benefits of AI/ML. The same KPIs can also be used as criteria for model selection.

	Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 



For network-side model, for example, the network can provide model performance indicators (e.g. common KPIs listed above) of AI/ML models to the UE, which allows UE suggest a suitable AI/ML model to the network based on its performance requirement and AI/ML capability. Furthermore, if one entity observes its performance changes, it can also suggest the other entity with AI/ML model to active/deactive the AI/ML model for certain use case.
Observation 2: By receiving model information (e.g. common KPIs of AI/ML model), one entity can select/suggest one suitable AI/ML model based on its performance requirement and capability. 
· Model configuration
For UE-side model, alternatively, the network can also configure the expected AI/ML common KPIs to the UE. With such configuration, the UE can select a suitable AI/ML model within the expectation of the network.
Observation 3: For UE-side model, the network can provide AI/ML model common KPIs as configuration to the UE for model selection. 
Proposal 4: To support Level y with one-sided model, besides data collection,  , RAN2 to study the signaling aspects of model registration, model configuration and model monitoring for AI/ML, including:
· Transfer performance feedback 
· Share model information (e.g. common KPIs of AI/ML model) over the air interface for model selection
· Share model configuration, including network-controlled UE-side model, performance reporting
· UE Capability
For UE-side model, the UE is also suggested to provide its AI/ML capability to the network, so that the network can either send model configuration or perform model selection based on UE’s capability.  


· Network capability
For network-side model, the network can also share its AI/ML capability for the same purpose as UE capability.


Proposal 5: RAN2 to study AI/ML capability sharing between network and UE over the air interface.
Option 3 (Level y + Two-sided Model)
As defined by RAN1, the two-sided model is a paired AI/ML Model(s) over which joint inference is performed, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa. However, it is unclear how the two parts of AI/ML model is synchronized. 
Based on RAN1 current progress, the two-sided model is only agreed to be used for CSI feedback use case. As agreed in RAN1 #110 meeting, there are three types of joint training for two-sided model:
	In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


To support CSI generation at UE side and CSI reconstruction at network side, for Type 1, the model needs to be deployed to one entity if the other entity is responsible for model training. This will be further discussion in Section 2.4.
For Type 2, without transferring the model itself, the network and UE can still synchronize/update the AI/ML model by exchanging gradient, for example, when federated learning is considered for this case. 
Based on observation from above agreement, model training can be done either at single-side or two-side even though the use case uses a two-sided model. Therefore, model training is optional at one entity.
Observation 4: If two-sided model is used, model training can be optional at one side of the entity, while the other entity performs model training.
In summary, besides data collection, model configuration/model registration/model selection/etc, which are discussed above, Option 3 also needs signaling to support information used for model synchronization.
In below figure, we show an example (e.g. network-side for model training) of general framework for this option.


[bookmark: _Hlk115215702]Proposal 6: To support Level y with two-sided model, besides signaling aspects for Option 1 and Option 2, RAN2 to study how to exchange necessary information for model synchronization between two sides (e.g. gradient) of one AI/ML model over air interface.
Option 4 (Level z + Two-sided Model)
Compared with Option 3, the only different of Option 4 is that it allows AI/ML model to be transferred between different entities. Below figure shows an example of Option 4 when network-side is used for model training.



There are three options for model transfer between entities:
1) Offline manner without specification impact
In this method, the model is pre-configured or pre-deployed at each side of entity. Before deploying the device to the network, the network and the UE can be configured with a fixed AI/ML model for certain use case. For model transfer, there’s no need to support it over air interface. It is the same for model update, which can only be done in an offline manner. 
2) Over air interface
To support more flexible AI/ML framework, it is also possible to transmit AI/ML model itself over the air interface, i.e. between network and the UE. Normally, the size of AI/ML model is quite large, which is quite challenging for the air interface. Therefore, understanding the complexity/size of the AI/ML model before requesting a model deployment is essential, which was discussed earlier.
Proposal 7: To support Level z with two-sided model, besides signaling aspects for Option 1, Option 2 and Option 3, RAN2 to study following options for model transfer:
· Offline manner without specification impact
· Over air interface
Conclusion
In this contribution, we analyze the potential RAN2 impact based on network-UE collaboration with following observation and proposal:
Proposal 1: Support following network-UE collaboration levels and deployment options for AI/ML air interface:
· Option 1: Level x + one-sided model (either network-side model or UE-side model)
· Option 2: Level y + one-sided model (either network-side model or UE-side model)
· Option 3: Level y + two-sided model 
· Option 4: Level z + two-sided model
Proposal 2: To support Level x network-UE collaboration with one-sided model, exchanging training/inference data and feedback needs to be supported over the air interface.
Proposal 3: To support data collection for AI/ML, RAN2 to study the following signaling aspects in all options, the details depend on RAN1 conclusion on each use case:
· Configuration and data reporting for network-side model
· Data request and data reporting for UE-side model
Observation 1: To support model monitoring, feedback information needs to be exchanged over the air if Actor and Model Training are not the same entity.
Observation 2: By receiving model information (e.g. common KPIs of AI/ML model), one entity can select/suggest one suitable AI/ML model based on its performance requirement and capability. 
Observation 3: For UE-side model, the network can provide AI/ML model common KPIs as configuration to the UE for model selection. 
Proposal 4: To support Level y with one-sided model, besides data collection,  , RAN2 to study the signaling aspects of model registration, model configuration and model monitoring for AI/ML, including:
· Transfer performance feedback 
· Share model information (e.g. common KPIs of AI/ML model) over the air interface for model selection
· Share model configuration, including network-controlled UE-side model, performance reporting
Proposal 5: RAN2 to study AI/ML capability sharing between network and UE over the air interface.
Observation 4: If two-sided model is used, model training can be optional at one side of the entity, while the other entity performs model training.
Proposal 6: To support Level y with two-sided model, besides signaling aspects for Option 1 and Option 2, RAN2 to study how to exchange necessary information for model synchronization between two sides (e.g. gradient) of one AI/ML model over air interface.
Proposal 7: To support Level z with two-sided model, besides signaling aspects for Option 1, Option 2 and Option 3, RAN2 to study following options for model transfer:
· Offline manner without specification impact
· Over air interface
References
[1] RP-213599, SID on AI-ML for air interface
image1.emf
Data 

Collection

Model Training 

Model Inference 

Actor

Training Data

Inference Data Output

Model 

Deployment/

Update

Model 

Performance

Feedback

Feedback


Microsoft_Visio_Drawing.vsdx
Data Collection
Model Training
Model Inference
Actor
Training Data
Inference Data
Output
Model Deployment/
Update
Model Performance
Feedback
Feedback



image2.emf
Data 

Collection

(UE/

Network)

Model Training

(Network) 

Model Inference 

(Network)

Actor

(Network/

UE)

Training Data

Inference Data Output

Feedback

Model 

Deployment/

Update

Model 

Performance

Feedback


Microsoft_Visio_Drawing1.vsdx
Data Collection
(UE/Network)
Model Training
(Network)
Model Inference 
(Network)
Actor
(Network/UE)
Training Data
Inference Data
Output
Feedback
Model Deployment/
Update
Model Performance
Feedback



image3.emf
Network

(AI/ML 

Model)

UE

Configuration

Data reporting


Microsoft_Visio_Drawing2.vsdx
Network
(AI/ML Model)
UE
Configuration
Data reporting



image4.emf
Data request 

Data reporting

Network

UE

(AI/ML 

Model)


Microsoft_Visio_Drawing3.vsdx
Data request
Data reporting
Network
UE
(AI/ML Model)



image5.emf
Network UE

Data Collection

Data Collection

Model Training Model Inference

Model Set Actor Actor

 

Training Data

Inference Data Inference Data

Training Data

Model Deployment/

Update

Model 

Performance 

Feedback

Output

Output

Model 

Registration/

Selection/

Activation/

Deactivation/

Switching

Model Registration/Selection/

Activation/Deactivation/Switching

Feedback

Feedback


image6.emf
UE capability enquiry

UE capability 

information

Network

UE

(AI/ML 

Model)


Microsoft_Visio_Drawing4.vsdx
UE capability enquiry
UE capability information
Network
UE
(AI/ML Model)



image7.emf
Network AI/ML 

Capability

Network

(AI/ML 

Model)

UE


Microsoft_Visio_Drawing5.vsdx
Network AI/ML Capability
Network
(AI/ML Model)
UE



image8.emf
Network UE

Data Collection

Data Collection

Model Training Model Inference

Model Set Actor Actor

 

Training Data

Inference Data Inference Data

Training Data

Model Deployment/

Update

Model 

Performance 

Feedback

Output

Output

Model 

Registration/

Selection/

Activation/

Deactivation/

Switching

Model Registration/Selection/

Activation/Deactivation/Switching

Feedback

Feedback

Model Training

Model Inference

Model Update/Gradient Exchange

Training Data

Inference 

Data


Microsoft_Visio_Drawing6.vsdx
Network
UE
Data Collection
Data Collection
Model Training
Model Inference
Model Set
Actor
Actor


Training Data
Inference Data
Inference Data
Training Data
Model Deployment/Update
Model Performance Feedback
Output
Output
Model Registration/Selection/Activation/Deactivation/Switching
Model Registration/Selection/Activation/Deactivation/Switching
Feedback
Feedback
Model Training
Model Inference
Model Update/Gradient Exchange
Training Data
Inference 
Data



image9.emf
Network UE

Data Collection

Data Collection

Model Training Model Inference

Model Set Actor Actor

 

Training Data

Inference Data Inference Data

Training Data

Model Deployment/

Update

Model 

Performance 

Feedback

Output

Output

Model 

Registration/

Selection/

Activation/

Deactivation/

Switching

Model Registration/Selection/

Activation/Deactivation/Switching

Feedback

Feedback

Model Training

Model Inference

Model Deployment/Update/Exchange

Training Data

Inference 

Data


Microsoft_Visio_Drawing7.vsdx
Network
UE
Data Collection
Data Collection
Model Training
Model Inference
Model Set
Actor
Actor


Training Data
Inference Data
Inference Data
Training Data
Model Deployment/Update
Model Performance Feedback
Output
Output
Model Registration/Selection/Activation/Deactivation/Switching
Model Registration/Selection/Activation/Deactivation/Switching
Feedback
Feedback
Model Training
Model Inference
Model Deployment/Update/Exchange
Training Data
Inference 
Data



