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1 [bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
We had agreement related to BSR from RAN2 119-e meeting [1] captured below:
· As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement. RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before).
This paper will discuss how to enhance XR capacity via BSR mechanism.
[bookmark: OLE_LINK41][bookmark: OLE_LINK24][bookmark: OLE_LINK17][bookmark: OLE_LINK16]2	Discussion
2.1	XR Traffic profile
In Rel-17 Study Item “Study on XR Evaluations for NR”, many of the XR and CG use cases are studied and characterised by quasi-periodic traffic (with possible jitter) with high data rate in DL (i.e., video stream) combined with the frequent UL (i.e., pose/control update) and/or UL video stream. Both DL and UL traffic are also characterized by relatively strict packet delay budget (PDB), the results are captured in TR 38.838 [2] and summarized in Table 1.
Table 1: XR Traffic model [2]
	Traffic Direction
	DL
	UL

	Application
	Cloud Gaming
	AR/VR
	AR
	Pose/Control

	Data rate (R) (Mbps)
	8
	30
	30
	45
	10
	0.2

	Packet size distribution
	Truncated Gaussian
	Fixed

	Packet size (Min, Ave, Max) (Bytes)
	(8334, 16667, 25001)
	(31250, 62500, 93750)
	(46875, 93750, 140625)
	(10417, 20834, 31251)
	100

	FPS (1/Periodicty)
	60
	250

	Jitter value distribution
	Truncated Gaussian
	Fixed

	Jitter value (Min, Ave, Max) (ms)
	(-4, 0, 4)
	0

	Packet delay budget (PDB) (ms)
	15
	10
	30
	10

	Min. required data rate (Mbps)
	8.89
	33.33
	50
	75
	5.56
	0.08

	Reliability requirement (%)
	99


Observation 1: Both XR DL and UL traffic have high data rate and strict latency requirement
2.2	BSR enhancement
During online discussion from RAN2 119-e meeting, we summarize three directions that can enhance XR capacity from BSR point of view:
1) Enhanced BSR table specific for XR packet.
2) Enhanced BSR format with timing related information.
3) New trigger condition for BSR associated to XR packet.
2.2.1	BSR Table
In the current spec, buffer sizes reported in BSR table are coded by an exponential function, i.e.
Bk = Bmin (1+p) k, where p = (Bmax / Bmin)1 / (N-1) – 1,
where Bmin is the minimum buffer size and Bmax is the maximum buffer size that can be reported by UE. The worst case in TS 38.321, Table 6.1.3.1-2: the 8-bit Buffer Size field is when k=252, BS = 76,380,419 bytes and k=253, BS = 81,338,368 bytes. The step size is 4,957,949 bytes. It means that when UE reports a buffer size of 81MB, the actual buffer size can be 4.9MB less than that. When we look at the XR Traffic model in Tabe 1, the maximum XR packet size is 140625 bytes, the reported k is 152, BS = 141,789 bytes. When k = 151, BS = 133,146 bytes. The difference is 8K bytes, although it is less than the worst case. There is still room for improvement, we have the motivation to define a new BSR table to reduce quantized error and further enhance XR capacity.
The reason why current BSR table works for eMBB traffic is that there is no tight latency requirement for eMBB traffic, therefore, NW can schedule multiple TBs for UL traffic, the buffer size will reduce gradually. When buffer size become smaller, the reported BSR index become smaller as well, quantized error reduces as well. There is a tradeoff between latency and resource efficiency. However, the XR traffic has tight latency requirement, the legacy BSR table for eMBB traffic might not work well.
Proposal 1: RAN2 to study new BSR table for XR services.
From [2], we already have some knowledge about XR packet size distribution, therefore, the exponential step size for reported BS value could be redefined for XR services as well. With minimum and maximum XR packet size information, an equal step size between each BSR index can minimize the quantization error.
Proposal 2: The new BSR table can have equal step size for each index.
2.2.2	BSR Format
Due to the latency requirement, one direction to enhance XR capacity is to introduce timing or latency related information into BSR format. Because XR service is end-to-end application, the packet delay budget is count from end-to-end point of view, AS latency is just part of the overall latency, for different type of packet (e.g., I-frame or P-frame), it might take different time to process it. Therefore, it is possible that XR packet might have different remaining packet delay budget.
Proposal 3: RAN2 to study new BSR format with timing information (e.g., remaining PDB) to meet XR latency requirement.
2.2.3	BSR trigger condition
A BSR can be triggered by different events, it can be triggered when new higher priority data and expiry of retxBSR-Timer, which is called “Regular BSR”. It can also be triggered by expiry of periodicBSR-Timer, which is called Periodic BSR. The last one is called “Padding BSR”, which can be piggyback when UL resources are allocated and number of padding bits is equal to or larger than the size of the Buffer Status Report MAC CE plus its subheader.
    When XR packet comes to buffer, we assume it has higher priority that other traffic, then a “Regular BSR” can be be triggered. However, as discussed in 2.2.1, for XR packet with tight latency requirement, it might not have too much chance to send another BSR. Therefore, we have one direction to enhance BSR table. But if the new enhanced BSR table is not agreed, another mechanism is to introduce new trigger condtion for BSR. We assume the XR packet will be segmented into different TBs for transmission. In current spec, once BSR is triggered, unless there is new higher priority packet comes to buffer, BSR will not be triggered. In order to have similar behavior as eMBB traffic. A new BSR trigger condition should be introduced for XR services. The new trigger condition could allow that for each TB transmission with XR packet, BSR is always included. The concept is more like padding BSR, which is piggyback at each TB transmission with XR packet.
Proposal 4: RAN2 to study new trigger condition for BSR for XR services.
3	Conclusion
We have the following observations and proposals:
Observation 1: Both XR DL and UL traffic have high data rate and strict latency requirement
Proposal 1: RAN2 to study new BSR table for XR services.
Proposal 2: The new BSR table can have equal step size for each index.
Proposal 3: RAN2 to study new BSR format with timing information (e.g., remaining PDB) to meet XR latency requirement.
Proposal 4: RAN2 to study new trigger condition for BSR for XR services.
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