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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the RAN#94-e meeting, the SID on AI/ML for NR Air Interface RP-213599 [1] was approved. The objectives regarding the use case specific aspects of AI/ML for air are as follows:
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]For the use cases under consideration:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this contribution, we will discuss the use case specific aspects based on RAN1’s progress, the target is to reach a common understanding of the general procedure and potential spec impact for each use case.
2. Discussion
According to the SID, the use case-specific aspects require sufficient progress in RAN1 as input. However, there is currently no full consensus on the explicit component in RAN1, e.g., capability, configuration, essential data, and control procedure. In this case, RAN2 may focus on RAN1 current progress and agreements and identify the relevant specification impact from RAN2 perspective. RAN2 may reach a common understanding of some general aspects of each use case, including:
· Locations of AI/ML functionalities, including data collection, model training, and model inference.
· Overall procedure
· Potential standard impact
Proposal 1: RAN2 to clarify the use case specific aspects in terms of: 
· Locations of AI/ML functionalities, including data collection, model training, and model inference.
· Overall procedure
· Potential standard impact
2.1 CSI feedback enhancement
As CSI compression in the spatial and frequency domain has been approved as one of the representative sub-use cases in CSI feedback enhancement, we will take it as an example to analyze the overall procedure and potential standard impact.
At the RAN1 #110 meeting, some related RAN1 agreements regarding the CSI compression were reached as follows:
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


2.1.1 Locations of AI/ML functionalities
Where some AI/ML functionalities, such as Data collection, Model Training and Model inference, for CSI feedback are located can be considered for supporting AI-based CSI compression, as described below in Table 2.1.1-1.
Table 2.1.1-1: typical locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Inference

	Type 1
	gNB
	gNB
	gNB and UE

	Type 2
	gNB and UE
	gNB and UE
	gNB and UE

	Type 3
	gNB and UE
	gNB and UE
	gNB and UE


Note: depending on RAN1 progress, other Options (s) are not precluded, thus the final option to select is based on RAN1's further progress. 
In the following sections, we take Type 1 in Table 2.1.1-1 as an example to illustrate the potential overall procedure for CSI compression.
2.1.2 Potential input/output/performance feedback
(1) Input of generation model
To make the prediction for CSI compression, the following information may be needed as input data:
From the UE:
· CSI, e.g., PMI or raw channel.
(2) Output of generation model and Input of reconstruction model
AI/ML-based CSI compression can generate the following information as output for the model generation:
· compressed CSI report.
(3) Output of reconstruction model
AI/ML-based CSI compression can generate the following information as output for the model reconstruction:
· CSI, e.g., PMI or raw channel.
(4) Performance Feedback
AI/ML-based CSI compression needs the following information as performance feedback:
· inference accuracy such as SGCS of model input and output.
· system level performance such as throughput.
2.1.3 Overall procedure


Figure 2.1.3-1: signaling procedures of CSI compression
Step 0. The UE indicates its AI/ML-related capability to the RAN node.
Step 1. The RAN node sends the CSI RS resource and reporting configuration to the UE.
Step 2. The UE performs CSI measurement and feedback CSI report, e.g., PMI or raw channel.
Step 3. The RAN node performs model training based on the acquired report.
Step 4/5. The RAN node may send the [model management-related configuration] and transfer the model to UE.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the RAN node.
Step 7. The UE performs CSI measurement and obtains the data required for model inference as CSI generation.
Step 8. The UE reports the compressed CSI report and the RAN node performs subsequent model inference as CSI reconstruction.
Step 9. The RAN node may send model performance monitoring configuration to the UE.
Step 10. The UE reports the performance feedback to the RAN node. The report can be one-shot, event-triggered, or periodical.
Step 11. If the action performed by the UE results in suboptimal system performance (e.g. low throughput due to mismatch of models), or if the accuracy of the model inference result does not meet the expectations (e.g. the SGCS is below a configured threshold), the UE can deactivate the model itself or by the network indication.
2.1.4 Model training for two-sided model
At the RAN1#110 meeting, three types of model training were agreed to be further studied. In this section, we would analyze the potential solutions of the model training for the two-sided model.
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


(1) Training collaboration type 1
In training collaboration type 1, the CSI generation part and CSI reconstruction part will be jointly designed and trained at a single entity based on either own collected data (e.g., at the UE side) or reported data (e.g., at the network side). Given the advantages of computation capability and storage at the gNB side, joint training at the network side will become the dominant choice. The training procedure itself does not have any explicit specification impacts, but the trained model needs to be transferred to the other side for model inference.
One obvious advantage of training collaboration type 1 is the optimal training performance compared with other collaboration types because the CSI generation and reconstruction parts can be jointly designed. Another promising advantage of training collaboration type 1 with the model transfer is the highest model flexibility among all training collaborations, i.e., the network could select and transfer one or several models that most suit the current situation/configuration for a specific UE. The transferred models do not need to generalize very well across various scenarios/configurations and only need to adapt to the current scenario/configuration. Such model flexibility could introduce an “overfitting” gain, i.e., scenario/configuration-specific model usually performs better than those generalizing well across multiple scenario/configurations. 
However, there are still concerns on collaboration type 1, of which the most mentioned one is the model proprietary issue. To be specific, when transferring a model between entities from different vendors, it is inevitable that detailed model information will be disclosed. Nevertheless, we believe that concerns on model proprietary mainly focus on fully-designed complicated models. For simple models such as one-layer MLP, concerns on model proprietary will be much less.
(2) Training collaboration type 2
In training collaboration type 2, the CSI generation part and CSI reconstruction part will be separately designed and jointly trained at network and UE. The training procedure is enabled by exchanging essential information over the air. From our view, the interaction information required in collaboration type 2 includes forward-propagation information, backward-propagation information (gradients), required labels, etc. From the perspective of model performance, it could be observed that models trained through collaboration type 2 could achieve those of models trained through collaboration type1 if models are fully trained in enough epochs. For the generalization issue, as the CSI generation and reconstruction parts are distributed on different entities but jointly trained, both two sides (network and UE) must maintain the same number of models for various scenarios/configurations, which could be a heavy burden for UEs with limited storage room. Although there are techniques to train a common CSI generation part to multiple CSI reconstruction parts to reduce the number of required models at UE, multiple CSI generation parts are still needed. In addition, because the CSI generation and reconstruction part are designed separately at the network and UE, model proprietary could be kept within the network and UE. However, the concerns for collaboration type 2 are also obvious: the over-the-air overhead for joint training is very high as there are too many iterations in one complete training procedure (especially for training from scratch). 
(3) Training collaboration type 3
In training collaboration type 3, the CSI generation part and CSI reconstruction part will be separately designed and trained at network and UE. The major challenge for separate training is how to guarantee the separately trained CSI generation and reconstruction parts could match each other. The most reported approach by companies to enable separate training is to share model input and output data with the other side. Note that it is both technically feasible to share data of CSI generation and reconstruction part to the other side. Performance for separate training highly depends on the amount of exchanged data. Exchanging an insufficient amount of data will result in obvious performance degradation. In addition, it is still necessary for UE and the network to align some information of the utilized model, such as the quantization/dequantization method. Otherwise, there will be a non-acceptable performance loss.
The advantage of separate training is to mostly keep the model proprietary within each side, and the corresponding overhead (i.e., overhead in exchanging data between UE and gNB) can be reduced to an acceptable level by applying some dataset compression approaches. However, the overhead of separate training is still higher than that of transferring a simple model, and the performance of separate training is usually sub-optimal compared with joint training. In addition, UEs that use separate training to train models still need to keep multiple models to match different CSI reconstruction parts for various scenarios/configurations.
The characteristics of the three training collaborations are in the following table:
Table 2.1.4-1: Characteristics for the three training collaboration types
	
	Type 1: Joint training at single entity
	Type 2: Joint training at NW and UE
	Type 3: Separate training at NW and UE

	Interaction approach and necessary exchanging information
	Model transfer through:
Option 0: Sending updated parameters without changing the AI/ML model structure. 
Option 1: Sending AI/ML model parameter and structure information. 
	Exchanging the following information over the air (for each batch): forward- and backward- propagation results, label data, hyperparameters information for training and inference, etc.
	Exchanging the following information over the air: paired model input/output data for the passive side (e.g., UE sends input/output of CSI reconstruction part to gNB), some (high level) information on model structure, etc.

	Generalization issue
	Transferring specific model for the current scenario/configuration. Only one side (usually the NW) needs to store many models for different scenarios/configurations.
	Training multiple pairs of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.
	Training multiple pairs of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.

	Over-the-air overhead if supported by air interface enhancement
	Overhead depends on the model size, could be smaller for very trivial model, e.g., one-layer MLP.
	Overhead ≈ # of epoch*(forward-propagation information + back-propagation information + label information). Overhead grows linearly as the number of iterations, which is usually high.
	Depending on the size of paired model input/output data. Usually lower than type 2 but higher than type 1 with trivial models.

	Offline effort 
	N.A. 
	If the exchange of derivatives is done offline, this type would require complicated offline agreement for multi-parties to develop a usable model
	If the exchange of data is done offline, this type would require offline agreement for multi-parties to share data.

	Model Proprietary 
	Not keep
	Mostly Keep

	Mostly Keep
Model structure may still need to be exposed to some extent.
Quantization must be aligned between parties.

	Performance
	Upper bound for all training collaborations 
	Some performance degradation than type 1 due to potential hyperparameter misalignment. Suffers from performance degradation when one model needs to be pair with multiple models.
	[bookmark: _GoBack]Depend on the scale of exchanged data. Could achieve that of joint training if enough data is exchanged. Suffers from performance degradation when one model needs to be pair with multiple models. 


Based on the above analysis, we propose:
Proposal 2: RAN2 to study the pros and cons of each model training collaboration type for the two-sided model.
2.1.5 Potential standard impact
AI/ML-based CSI compression may introduce the following potential Uu interface impact:
· New or enhanced existing signaling procedure to request/retrieve CSI, e.g., PMI or raw channel.
· New or enhanced existing signaling procedure to request/retrieve compressed CSI report.
· New or enhanced existing signaling procedure to request/retrieve performance monitoring parameters, e.g., SGCS of model input and output.
· New signaling procedure for two-sided model training, including model transfer.
2.2 Beam management
At the RAN1 #110 meeting, some related RAN1 agreements regarding beam management were reached as follows:
	Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded


2.2.1 Locations of AI/ML functionalities
The following Options can be considered for supporting AI-based beam management AI/ML functionalities.
Table 2.2.1-1: typical locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Inference

	Option 1
	gNB
	gNB
	gNB

	Option 2
	UE
	UE
	UE

	Option 3
	gNB
	gNB
	UE


Note: depending on RAN1 progress, other Options (s) are not precluded, thus the final option to select is based on RAN1's further progress. 
In the following sections, we take Option 3 in Table 2.2.1-1 as an example to illustrate the over procedure.
2.2.2 Potential input/output/performance feedback
(1) Input
To make the prediction for Beam management, the following information may be needed as input data:
From the UE:
· L1-RSRP for part of the beams, each associated with a beam index
· Rx Beam angle
(2) Output
AI/ML-based Beam management can generate the following information as output:
· L1-RSRP for all of the beams, each associated with a beam index 
(3) Performance Feedback
AI/ML-based Beam management needs the following information as performance feedback:
· Top-k predicted L1-RSRP, Tx beam indexes, and beam prediction accuracy.

2.2.3 Overall procedure


Figure 2.2.3-1: signaling procedures of beam management
Step 0. The UE indicates its AI/ML-related capability to the RAN node.
Step 1. The RAN node sends the beam sweeping resource and report configuration to the UE.
Step 2. The UE performs L1-RSRP measurement and feedback with the Rx beam angel.
Step 3. The RAN node performs model training based on the acquired report.
Step 4/5. The RAN node may send the [model management-related configuration] and transfer the model to UE.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the RAN node.
Step 7/8. The UE performs L1-RSRP measurement and obtains the data required for model inference.
Step 9. The RAN node may send model performance monitoring configuration to the UE.
Step 10. The UE reports the performance feedback to the RAN node. The report can be one-shot, event-triggered, or periodical.
Step 11. If the action performed by the UE results in suboptimal system performance (e.g. low throughput due to selecting an unreasonable beam), or if the accuracy of the model inference result does not meet the expectations (e.g. the accuracy of the prediction is below a configured threshold), the UE can deactivate the model itself or by the network indication.
2.2.4 Potential standard impact
AI/ML-based Beam management may introduce the following potential Uu interface impact:
· New or enhanced Beam sweeping configuration.
· New or enhanced existing signaling procedure to request/retrieve L1-RSRP for part of the beams and Rx beam information.
· New or enhanced existing signaling procedure to request/retrieve predicted L1-RSRP and Tx beam.
· New or enhanced existing signaling procedure to request/retrieve performance monitoring parameters, e.g., Top-k predicted L1-RSRP, Tx beam indexes, and beam prediction accuracy.
· New signaling procedure for model transfer.
2.3 Positioning accuracy enhancement
At the RAN1 #110 meeting, some related RAN1 agreements regarding the positioning accuracy enhancement were reached as follows:
	Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output
Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).
Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded
Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded



2.3.1 Locations of AI/ML functionalities
The following Options can be considered for supporting AI-based beam management.
Table 2.3.1-1: typical locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Inference

	Option 1
	LMF
	LMF
	LMF

	Option 2
	LMF
	LMF
	gNB

	Option 3
	LMF
	LMF
	UE


Note: depending on RAN1 progress, other Options (s) are not precluded, thus the final option to select is based on RAN1's further progress. 
In the following sections, we take Option 3 in Table 2.3.1-1 as an example to illustrate the over procedure.
2.3.2 Potential input/output/performance feedback
(1) Input
To make the prediction for Positioning accuracy enhancement, the following information may be needed as input data:
From the UE:
· CIR measurement
(2) Output
AI/ML-based Positioning accuracy enhancement can generate the following information as output:
· TOA, LOS/NLOS identification
· Location estimate
(3) Performance Feedback
AI/ML-based Positioning accuracy enhancement needs the following information as performance feedback:
· positioning error, channel condition, movement status.

2.2.3 Overall procedure


Figure 2.2.3-1: signaling procedures of Positioning accuracy enhancement
Step 0. The UE indicates its AI/ML-related capability to the LMF.
Step 1. The LMF sends the PRS resource and reports configuration to the UE.
Step 2. The UE performs PRS measurement and feedback with the CIR, RSRP, or ToA, which may be associated with the ground-truth location of the LMF.
Step 3. The LMF performs model training based on the acquired report.
Step 4/5. The LMF may send the [model management-related configuration] and transfer the model to UE.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the LMF.
Step 7/8. The UE performs PRS measurement and obtains the data required for model inference.
Step 9. The LMF may send model performance monitoring configuration to the UE.
Step 10. The UE reports the performance feedback to the LMF. The report can be one-shot, event-triggered, or periodical.
Step 11. If the action performed by the UE results in suboptimal location performance (e.g. low location accuracy), the UE can deactivate the model itself or by the network indication.
2.3.4 Potential standard impact
AI/ML-based Positioning accuracy enhancement may introduce the following potential Uu interface impact:
· New or enhanced PRS configuration.
· New or enhanced existing signaling procedure to request/retrieve PRS measurement result, e.g., CIR report.
· New or enhanced existing signaling procedure to request/retrieve predicted location estimate, TOA, LOS/NLOS identification.
· New or enhanced existing signaling procedure to request/retrieve performance monitoring parameters, e.g., positioning error, channel condition, movement status.
· New signaling procedure for model transfer.
2.4 Summary
According to the progress and agreements in RAN1, the explicit input/output/performance feedback of each use case is still FFS. RAN2 shall wait for RAN1’s further input to discuss the configuration and reporting of the essential metrics.
As to the overall procedure, the above procedures are based on our understanding of each use case and will be updated along with RAN1 progress. Meanwhile, we think it’s better to capture the overall procedure for each case into the TR when RAN2 reaches the consensus.
Proposal 3: FFS explicit input/output/performance feedback based on RAN1 further progress.
Proposal 4: Capture the overall procedure for each use case into the TR 38.843, when available.
3. Conclusion
Proposal 1: RAN2 to clarify the use case specific aspects in terms of: 
· Locations of AI/ML functionalities, including data collection, model training, and model inference.
· Overall procedure
· Potential standard impact
Proposal 2: RAN2 to study the pros and cons of each model training collaboration type for the two-sided model.
Proposal 3: FFS explicit input/output/performance feedback based on RAN1 further progress.
Proposal 4: Capture the overall procedure for each use case into the TR 38.843, when available.
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