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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the RAN#94-e meeting, the SID on AI/ML for NR Air Interface RP-213599 [1] was approved. The objectives regarding the general aspects of AI/ML methods are as follows:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate
For the use cases under consideration:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this contribution, we will discuss the general aspects of the AI/ML methods from RAN2’s perspective, including:
· High-level principle
· Collaboration level and model transfer
· Signaling procedure
2. Discussion
2.1 High-level principle
2.1.1 Work split between RAN1 and RAN2
According to the SID, RAN2 is responsible for the study of overall procedure and protocol impact per use case, and both require sufficient progress in RAN1 as input. However, there is currently no full consensus on every lifecycle management component and collaboration levels boundary in RAN1.
To avoid unnecessary discussion in RAN2 and duplicated work with RAN1, it is recommended to wait for further input from RAN1 on some aspects, e.g., assistance data for beam management, UE capability, etc. before discussing specific details. In this case, RAN2 may focus on RAN1 current progress and agreements and identify the relevant specification impact from RAN2 perspective. In addition, for some agreements with ambiguous interpretation in RAN2, but are relevant or important for RAN2 discussion, or based on RAN2 discussions where RAN1 further input may be required, RAN2 should LS to RAN1 for clarification.
Proposal 1: RAN2 to focus on the overall procedure and protocol impact based on RAN1 progress and agreements, and may send LS to RAN1 for more clarification, where relevant.
2.1.2 General framework and architecture
RAN3 completed the study on the functionality framework of AI/ML for RAN in Rel-17. The AI/ML-related functions and data/information flows are illustrated in Figure 2.1-1.


Figure 2.1-1: Functional Framework of AI/ML for RAN
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from Ues or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed as input for the AI/ML Model Inference function.
· Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 
· [bookmark: _Hlk87349515]Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 
· Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.
· Model Inference is a function that provides AI/ML model inference output (e.g., predictions or decisions). Model Inference function may provide Model Performance Feedback to Model Training function when applicable. The Model Inference function is also responsible for data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 
· Note: Details of inference output are use case specific. 
· Model Performance Feedback: It may be used for monitoring the performance of the AI/ML model, when available.
· Note: Details of the Model Performance Feedback process are out of RAN3 scope.
· Actor is a function that receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training data, inference data or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
At the RAN1#110 meeting, a list of components in life cycle management was concluded:
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


It’s straightforward for RAN2 to align with RAN1/RAN3 on the terminology related to the signaling procedure of model management. To our understanding, the model deployment is one intermediate component that is up to the implementation and is transparent to RAN2. 
In general, we think the following terminologies and the corresponding definitions are essential for RAN2 discussion:
-	Data collection: A process of collecting data by the network nodes, management entity, or UE for AI/ML model training, data analytics, and inference.
-	Model training: A process to train an AI/ML Model [by learning the input/output relationship] in a data-driven manner and obtain the trained AI/ML Model for inference.
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]-	[Model Registration]
-	[Model configuration]
-	Model inference: A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.
-	Model activation/deactivation: enable/disable an AI/ML model for a specific function.
-	Model transfer: Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
-	Model monitoring: A procedure that monitors the inference performance of the AI/ML model.
Proposal 2: Take the functional framework in RAN3 and components of life cycle management in RAN1 as the baseline for signaling procedure discussion.
As stated in the SID, the study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced. Besides, where AI/ML functionality resides shall be per use case specific, and the potential combinations are as follows:
Table 2.1-1: potential location of AI functionalities for each use case
	Use case
	Data Collection
	Model Training
	Model Inference

	CSI compression
	gNB/UE
	gNB/UE
	CSI generation: UE
CSI reconstruction: gNB

	CSI prediction
	gNB/UE
	gNB/UE
	gNB/UE

	Beam management
	gNB/UE
	gNB/UE
	gNB/UE

	Positioning
	LMF
	LMF
	LMF/UE/gNB


Proposal 3: Confirm that the study is based on the current RAN architecture and new interfaces shall not be introduced. Where AI/ML functionality resides shall be use case specific.
2.2	Collaboration level and model transfer
At the RAN1#109e meeting, three collaboration levels between the network and UE were introduced as a baseline:
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


According to the description in the SID, the collaboration levels are classified based on their potential specification impact. 
For level x, AI/ML-related training and/or inference are all conducted at one side (e.g., network or UE) and are transparent to the other side. That is, level x can be supported by the implementation.
For level y and level z, the boundary is basically whether there is a model transfer between the network and UE via Uu. To our understanding, the model transfer, in level z, should be point-to-point with another 3GPP entity that is deployed by network operators, and the model shall be configurable for that entity in a recognizable format. That is, if the model is transferred from a proprietary entity or its format is transparent to the network, this model transfer should be categorized as a level y as this kind of model transfer will not introduce extra specification impact.
As to the model transfer in level z, there can be two types of solutions from the RAN2 perspective: 
· Solution 1: CP-based model transfer over SRB, point-to-point between UE and RAN node/CN entity.
· Solution 2: UP-based model transfer over DRB, point-to-point between UE and server via UPF.
Both two solutions have some advantages and disadvantages that can be summarized below in Table 2.2-1.
Table 2.2-1: Pros and Cons of CP- and UP-based model transfer 
	 
	Pros
	Cons

	CP-based model transfer
	- Benefits are foreseen if the network may timely transfer and update the model, especially when the model is per cell.
- [Less or no signaling impact for model registration.]
	- Study how to transfer the model, e.g., dedicated SRB and RRC message
- Study how to address the model size issue, in case of huge model size.

	UP-based model transfer
	-  Limited or no specification impact on RAN,
- Model transfer on DRB, thus the existing RRC signaling transfer is not affected.
	- Potentially new SA2 design, e.g. IMS server-like solution.
- [Extra signaling of model registration.]
- The model is transferred from a server via UPF, thus more latency. 
- Even if the model is trained by the RAN node, the model cannot be transferred to UE directly.


Proposal 4: RAN2 to study the solutions of model transfer, including CP- and UP-based solutions, and coordinate with relevant WG(s), e.g., SA2, about UP-based model transfer, if necessary.
To facilitate the discussion of solutions for the model transfer, further specific requirements on model transfer, such as typical model size, frequency of model transfer, latency, ciphering and integrity protection requirements, etc. may be required. Therefore, we propose:
Proposal 5: LS to RAN1 to ask for feedback on model transfer requirements between network and UE in terms of typical model size, frequency of model transfer, ciphering, integrity, and latency requirement.
Besides, how to align the AI/ML framework between the two sides needs to be studied, currently, there are plenty of AI/ML frameworks, such as TensorFlow, PyTorch, and Caffe. Each AI/ML framework has its model storage format and are not mutually compatible with loading the model storage format of other AI/ML framework, for example, the ‘.h5’ format is used for TensorFlow and the ‘.pth’ is used for PyTorch and these two formats are not interchangeable.
On how to align among these AI/ML frameworks, the following options can be considered:
· Option 1: One straightforward way is that one side reports the supported AI/ML framework and the other side can choose one of them as the format for the transferred model, e.g., UE may indicate the supported frameworks via UE capability transfer. 
· Option 2: Another way is to define a specific format that is recognizable by multiple parties, either reusing existing formats such as ONNX or defining a new format for model description in 3GPP. Defining a new format may be more efficient from the overhead perspective and may potentially be forward-compatible, while the effort of standardization may be considerable.
Proposal 6: Study how to align the AI/ML format between the network and UE, the candidate options include:
· Option 1: Current AI/ML frameworks negotiated by two sides, e.g., TensorFlow/PyTorch indicated by capability.
· Option 2: Specific format used by both sides, either reusing existing format such as ONNX or introducing a new one in 3GPP.
[bookmark: _Hlk110589277]2.3	Signaling procedure 
2.3.1 Overall procedure of life cycle management


Figure 2.4-1: signaling procedures of model life cycle management
Step 0. The UE indicates its AI/ML-related capability to the CN/RAN node.
Step 1. The CN/Server/RAN node/UE obtains the data required for model training from the UE.
Step 2. The CN/ Server /RAN node/UE performs model training based on the acquired data. If the model training is performed at a Server, the Server may deliver the trained model to CN or RAN node when ready.
Step 3/4. If the model is trained at CN/RAN node side, the CN/RAN node may send the [model management-related configuration] and transfer the model to UE.
Step 5. The UE indicates the stored model to the CN/RAN node by [model registration].
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from CN/RAN node.
Step 7. The CN/RAN node may send model performance monitoring configuration to UE.
Step 8. The CN/RAN node/UE obtains the data required for model inference. 
Step 9. The CN/RAN node/UE performs model inference based on the acquired data. For the two-sided model, the output of UE model inference can be the input of model inference at the CN/RAN node.
Step 10. The UE may report the performance feedback to CN/RAN node who sends the model performance monitoring configuration in step 7. The report can be one-shot, event-triggered, or periodical.
Step 11. If the action performed by the UE results in suboptimal system performance (e.g. low throughput due to selecting an unreasonable beam), or if the accuracy of the model inference result does not meet the expectations (e.g. the accuracy of the prediction is below a configured threshold), the UE can deactivate the model itself or by the network indication.
Note 1: The above procedures are not required to occur in a fixed order.
Note 2: Some steps can be merged in one single step, e.g., the model management-related configuration in step 3 and the performance monitoring configuration in step 7.
Note 3: Some steps may occur multiple times if needed, e.g., model registration upon the stored model update.
Note 4: Steps 3 and 5 are to be updated based on RAN1's further progress.
Proposal 7: RAN2 to discuss the common signaling procedure of model life cycle management and capture a baseline procedure into the TR 38.843 when available.
2.4.2 Data collection 
Data Collection is a function that provides essential data to Model training and Model inference functionalities, and can be categorized into the following two types:
· Type 1：Internal data collection for model training and/or model inference,
· Type 2：Data collection from peer entity, e.g., gNB collecting RSRP measurement and optimal beam ID from UE for model training at gNB.
Type 1 internal data collection has no specification impact, thus further study on data collection should focus on Type 2 data collection.
For the mechanism of data collection, the existing framework (including MDT and RRM measurements) shall be reused, if possible. The explicit essential input/output data to be collected is left to the RAN1 decision.
Proposal 8: Reuse the existing data collection framework, including MDT and RRM measurement, if possible. 
Proposal 9: RAN2 shall focus on the external data collection from one entity to another entity. FFS on the explicit data to be collected based on RAN1 progress.
2.4.3 Model training
For CSI feedback enhancement, two sub-use cases were identified, i.e., CSI prediction and CSI compression. The model for CSI prediction is one-sided, while the model for CSI compression is two-sided.
	Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


To our understanding, the model training for a one-sided model is not expected to be specified and is left to the implementation. That is, how the Model Training function uses inputs to train a model is out of SI scope. On the contrary, the model training of a two-side model may involve training data exchanged between the corresponding two-side entities involved in the model inference. This may require some specification effort for training info exchanged between relevant entities, e.g., forward propagation-related parameters, input, and output.
Therefore, we propose:
Proposal 10: RAN2 to study the procedure of model training for the two-sided model based on RAN1 further input. Model training for the one-side model is internal processing and can leave to the implementation. 
2.4.4 Model monitoring and model activation/deactivation
For each use case, at least the following two types of model activation and deactivation can be considered:
· Type 1: Explicit indication of activation/deactivation, by RRC/MAC CE/DCI.
· Type 2: Autonomously activation/deactivation based on validity configuration and performance monitoring.
However, which one(s) to select depends on the requirement of each use case. Besides, the study of the model monitoring performance metric for each use case is still ongoing in RAN1. Thus we think it’s premature for RAN2 to design the explicit signaling procedure.
Proposal 11: Wait for more progress in RAN1 before RAN2 discusses the solution of model monitoring and model activation/deactivation
2.4.5 UE capability
The UE should indicate the UE capability to the network so that the network knows what data can be collected from UE and which models can be transferred to the UE. The UE capabilities may include:
· The capability of data collection
· The capability of model transfer capability, e.g., storage
· The capability of model training
· The capability of model inference
· The capability of model monitoring
However, the explicit UE capability shall rely on the RAN1 conclusion. Thus we propose:
Proposal 12: Wait for more progress in RAN1 before RAN2 discusses the explicit UE capability to be introduced.
3. Conclusion
High-level principle
Proposal 1: RAN2 to focus on the overall procedure and protocol impact based on RAN1 progress and agreements, and may send LS to RAN1 for more clarification, where relevant.
Proposal 2: Take the functional framework in RAN3 and components of life cycle management in RAN1 as the baseline for signaling procedure discussion.
Proposal 3: Confirm that the study is based on the current RAN architecture and new interfaces shall not be introduced. Where AI/ML functionality resides shall be use case specific.

Collaboration level and model transfer
Proposal 4: RAN2 to study the solutions of model transfer, including CP- and UP-based solutions, and coordinate with relevant WG(s), e.g., SA2, about UP-based model transfer, if necessary.
Proposal 5: LS to RAN1 to ask for feedback on model transfer requirements between network and UE in terms of typical model size, frequency of model transfer, ciphering, integrity, and latency requirement.
Proposal 6: Study how to align the AI/ML format between the network and UE, the candidate options include:
· Option 1: Current AI/ML frameworks negotiated by two sides, e.g., TensorFlow/PyTorch indicated by capability.
· Option 2: Specific format used by both sides, either reusing existing format such as ONNX or introducing a new one in 3GPP.

[bookmark: _GoBack]Signaling procedure
Proposal 7: RAN2 to discuss the common signaling procedure of model life cycle management and capture a baseline procedure into the TR 38.843 when available.
Proposal 8: Reuse the existing data collection framework, including MDT and RRM measurement, if possible. 
Proposal 9: RAN2 shall focus on the external data collection from one entity to another entity. FFS on the explicit data to be collected based on RAN1 progress.
Proposal 10: RAN2 to study the procedure of model training for the two-sided model based on RAN1 further input. Model training for the one-side model is internal processing and can leave to the implementation. 
Proposal 11: Wait for more progress in RAN1 before RAN2 discusses the solutions of model monitoring and model activation/deactivation.
Proposal 12: Wait for more progress in RAN1 before RAN2 discusses the explicit UE capability to be introduced.
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