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1	Introduction
This contribution discusses which BSR enhancements should be introduced for XR Services in Release 18.
2	BSR
2.1	Granularity
In HSUPA, LTE and NR, an exponential function was used to design the BS tables of the BSR [R2-051957][R2-083101]. This is well suited to RT services of low bit rates (such as voice) and background services up to very high bit rates (such as file upload and web browsing). Unfortunately this does not suit low latency services with high bit rates very well: the large quantisation errors at high bit rates translates into allocating more resources than required, which in turns increases delay and reduces capacity [R2-2207050] [R2-2207295] [R2-2208676]. With XR bit rates ranging from a few Mbit/s to 200 Mbit/s (corresponding to frame rates ranging from 30fps to 120fps and number of SDU per frame from a dozen to a few hundreds [26.928], the current BS tables are therefore not well suited. To reduce the quantisation errors for high bit rates:
1)	it should be possible to report the long BSR even when only one bearer has data buffered; and
2)	new BS table(s) should be introduced
Proposal 1: introduce new BS table(s) to reduce the quantisation errors for high bit rates and allow the reporting of the long BSR even when only one bearer has data buffered. 
2.2	Delay Information
It is well-known that having a latency aware scheduler is an advantage for XR type of traffic that has strict latency bounds to fulfil the QoS requirements. Latency-aware scheduling is realizable for downlink, as the gNB has knowledge of both the users QoS requirements (e.g. through the 5QI) and also knows when XR frames (packets) arrive, and hence also knows how urgent it is to schedule the buffered data. 
For the uplink, this is more problematic, as the gNB scheduler does not accurately know the buffering time of data in the UE, and having a latency-aware uplink scheduler has less complete information since the current BSR only express the amount of buffered data, while not conveying information on how long data has been buffered in the UE. In order to overcome such shortcomings, we recommend extending the BSR framework to convey delay information. 
Proposal 2: introduce a delay information in the BSR.
2.3	PDU Sets and Data Bursts
For XR awareness, PDU sets and Data Bursts are likely to be introduced based on ongoing SA2 studies [23.700-60], thus we need to investigate whether it will impact the reporting of buffered data in uplink. 
If we are only interested in the amount of data buffered, the existing BSR framework is likely sufficient:
-	The amount of buffered data per PDU set (or group of) will be reflected in the LCG as long as one LCH is configured per type of PDU set (e.g. one LCH for video tiles of the comfort zone, one LCH for video tiles in the peripheral zone, and one LCH for audio frames).
-	The size of the data burst will be reflected in the total amount of buffered data in the BSR as long as each LCH belongs to one LCG.
However, in case proposal 2 above is agreed (and delay information is reflected in the BSR), having different PDU sets with different delay budget being buffered should be reflected in the BSR.
Proposal 3: the delay information needs to distinguish how much data is buffered for which delay.
2.4	Triggers
For XR, it is envisioned that DRX will be aligned with the frame rate [38.838] and for each new frame, the scheduler would benefit from knowing how much data is buffered (the XR bit rates vary significantly due to encoding when a key frame is a lot larger than a predictive one). That is equivalent to say that for every data burst, a BSR should be transmitted. 
Relying on arrival of high priority data may not always be satisfactory because UE buffers might not always be empty and for services with known pattern, triggering an SR is typically not useful (regular BSR trigger always trigger an SR if there is no UL-SCH available for transmission). 
Also, the periodic BSR trigger does not guarantee that a BSR is transmitted whenever needed:
-	If we can assume that a grant is always given precisely at the beginning of every ON-DURATION and that no padding BSR other than truncated ones are sent at the end of a series of grant or data burst, it is possible to align the periodic BSR reporting with the DRX cycle. Unfortunately, this only works on paper as it is not possible to guarantee that only truncated BSR are sent when a padding BSR is needed.
-	Because the periodic BSR Timer is restarted when a non-truncated BSR is sent, the periodic BSR timer is likely to be restarted at the end of every data burst. This is depicted on the figure below where the first series of grant (1) is concluded by a padding BSR (B) which restarts the periodic BSR timer. As a result, the periodic BSR timer is still running when the 2nd grant arrives (2) and no periodic BSR is sent at the 2nd occurrence of the ON-DURATION.


-	When it is not possible for the scheduler to provide grants precisely at the start of every ON-DURATION (due to for instance to temporary overload), the periodic BSR timer might be started late enough so that it misses the next ON-DURATION. This is depicted on the figure below where the periodic BSR (B) sent for the 2nd series of grant (2) starts the periodic BSR timer, which does not expire before the occurrence of the 3rd series of grant (2).


Instead, we suggest that a periodic BSR is triggered when the ON-DURATION is started. This ensures that every data burst is always accompanied by a BSR without having to configure an SR. A configured grant could be configured for such purpose with periodicity aligned with the traffic periodicity.
Proposal 3: a periodic BSR is triggered when the ON-DURATION is started.
In XR, the discard of PDUs might become more frequent as explained by SA4 in their LS [S4-220505]: In some implementations (note that neither the video codec specifications, nor the IETF RFC, nor 3GPP specifications up to today provide any requirements or recommendation on implementations), the loss of one fragmentation packet of the NAL Unit may result in discarding the entire NAL unit and hence the second part of the PDU definition (which are of same importance requirement at application layer. All PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information.) applies. In other implementations, receivers may use the data up to the first lost fragmentation unit to recover at least parts of the video data included in the NAL unit and apply error concealment afterward. In this case, the third part of the PDU Set definition (the application layer can still recover parts of the information unit, when some PDUs are missing) applies, but in this case the equal importance part of the PDU Set definition (which are of same importance requirement at application layer) may be misleading (Note that in this operation mode, as an example if the first packet of the PDU Set is lost, all other packets of the fragmentation units are useless, whereas of the last packet is lost, the decoder can use all packets except the last one.
This has been acknowledged in a number of RAN2 contributions at the previous meeting, for instance:
-	R2-2207118: For XR kind of traffic, transmitter (Tx) side may decide to drop Y packets based on information provided by receiver (Rx) side or even by application (this decision will depend on SA2 progress and how/what XR related information is received by UE/gNB). For example, if the subset X of data PDUs that is critical are not received successfully by the Rx side, the Rx side can provide remote feedback (application layer level) to the Tx side to trigger the dropping of the related/dependent subset Y of PDUs if the Rx decoder isn’t capable of decoding the remaining PDUs/information without the lost PDUs, or the Tx may have local feedback to trigger the PDU discard operation.
-	R2-2207044: If a PDU misses its deadline (whether it is associated with a PDU set or not), it may or may not become obsolete to the application. For example, depend on of individual implementation, an XR application may be able to still use belated PDUs in its decoding. Or if PDU A is late but the decoding of PDU B depends on the content of PDU A, then PDU A is still useful to the application even if it has missed its own deadline. As explained in SA4’s LS [1], such decisions could depend on implementations of individual applications. For these reasons, we think that on downlink, if a PDU is already in UE’s layer-two buffer, then it should be up to UE implementation whether to discard or deliver the PDU after it misses its deadline or becomes redundant […] On uplink, the situation may be slightly different. From UE’s perspective, it may be beneficial not to transmit a PDU if that PDU has already missed its deadline, because that would save UE power in UL transmission and avoid wasting UL radio resource. The latter especially matters when there is a congestion on UL. On the other hand, for the similar reason explained above for DL, a belated packet may still be useful to the application. Such applications can provide assistance information to CN and CN then informs RAN about applications’ preference. Therefore, we think a more flexible option to leave this decision to network configuration, i.e. network can configure whether UE should transmit or discard a PDU after it has missed its deadline.
-	R2-2207756: In the air interface, packet discarding is mainly controlled by PDCP layer, e.g. when the discardTimer expires for a PDCP SDU, the PDCP SDU and related data will be discarded by PDCP layer, as well as RLC layer. However, if the corresponding RLC SDU or a segment thereof has been submitted to the lower layers, the RLC SDU will not be discarded in actual, as specified in RLC specification. For XR service, as discussed above, PDU set is introduced in SA2. Accordingly, PSDB/PDB is defined for the PDU set/PDU. Similarly, we could apply similar mechanism about PDU set discarding or PDU discarding based on PSDB or PDU. For example, if a PDU set or PDU has exceeded the corresponding PSDB or PDB, it may be meaningless to transmit any remaining data of the packet, since the transmission does not contribute to user experience, while resources would be also consumed unnecessarily at the same time. The packet probably cannot be transmitted successfully within a very short duration. In this way, the PDU set or PDU could be discarded to improve the efficiency of resource utilization, and improve the capacity performance consequently. At the same time, there may be dependency between PDUs in PDU set. In order to keep the integrity of PDU set, when one PDU has exceeded the PDB, all related PDUs in PDU set should be discarded accordingly, irrespective of whether it has begun to transmit or not. The same mechanism could be also applied to the PDU set, considering there may be dependency between PDU sets in GoP. For example, if a PDU belonging to a video frame, is failed to be transmitted, the video frame or the PDU set may not be decoded correctly any more. Then, the remaining PDUs belonging to the same video frame or PDU set pending to be transmitted could be discarded. Packet discarding in gNB can be up to gNB implementation. But packet discarding in UE should be specified clearly in PDCP specification to define UE behaviour. Anyway, the above mechanism highly depends on the discussion in SA2/SA4, e.g. whether the dependency between PDUs or PDU sets exists, and whether the PDU/PDU set exceeding PDB/PSDB could be discarded. Thus, the final decision should be confirmed with SA2/4.
-	R2-2207980: PSDB defines an upper bound for the time that a PDU-set may be delayed between a given set of nodes. From RAN perspective, the RAN nodes should be aware of the overall RAN level PSDB associated with a given PDU-set information. If PSDB is exceeded, there should be mechanisms within RAN to discard the packets containing a given PDU-set information. Thus, RAN needs to be aware of PSDB and the impact of PSDB will be manly for identifying the scheduling priority within the network, HARQ operating points and for handling of discard timers in lower protocol layers (e.g. PDCP). Currently packet discarding based on delay budget is handled in PDCP layer and is hence per DRB. With proposal 1, if different parts of a PDU-set are mapped to different DRBs, then all PDCP SDUs corresponding to a given PDU-set (which may be mapped to different DRBs) shall all be discarded upon expiry of the timer. If the entire PDU-set is delivered by the upper layers at the same time, then, it seems the existing framework within PDCP would suffice (i.e. we can set the PDCP discard timer for all the corresponding DRBs used for carrying the PDU-set information to the same value). However, if different parts of the PDU-set are delivered at different time instances, then some additional mechanism is needed to ensure that PDCP SDUs of all related DRBs carrying data from a given PDCP set is discarded upon expiry of the discard timer. In addition to the discard mechanism within a given PDCP entity, we should also consider inter-PDCP entity based discard mechanisms wherein the PDCP entity discards SDUs dependent on discarded SDUs in other PDCP entities (e.g. if an I frame is discarded, then any dependent P/B frames shall also be discarded).
-	R2-2208313: Based on the definition, in addition to the QoS requirement, the application layer implementation on the PDU Set can also affect the optimized PDU discard and forward policies. It is trivial that if in some cases, transmitting the remaining PDU Set following the loss of a PDU from that same PDU Set may still be useful, then gNB should continue forward the PDUs to the UE.  However, if it is useless in some cases for gNB to continue transmitting the remaining PDUs of the same PDU Set, it is more desirable to discard the remaining PDUs in order to save the radio resources and UE power consumption.
Discarding packets in the transmitter makes previous BSR obsolete (for as long as a new BSR is not received) and could lead to scheduling more resources than needed, which in turn increases power consumption and decrease overall cell capacity. It is therefore proposed to trigger a BSR whenever discard occurs.
Proposal 5: PDU discard triggers a BSR.
3	Conclusion
For the support of XR services, the following proposals were made regarding BSR:
Proposal 1: introduce new BS table(s) to reduce the quantisation errors for high bit rates and allow the reporting of the long BSR even when only one bearer has data buffered. 
Proposal 2: introduce a delay information in the BSR.
Proposal 3: the delay information needs to distinguish how much data is buffered for which delay.
Proposal 4: a periodic BSR is triggered when the ON-DURATION is started.
Proposal 5: PDU discard triggers a BSR.

A corresponding text proposal is given below.
Text Proposal
[bookmark: _Toc113034861]5.3		Capacity Improvements Techniques
[bookmark: _Toc113034862]5.3.1	Physical Layer Enhancements
[bookmark: _Toc113034863]5.3.2	Layer 2 Enhancements
XR services combine requirements of high throughput and tight delay budget. For such services, the timely allocation of large grants minimising padding becomes critical. In order to assist the gNB in allocating such grants, the buffer status report framework needs to be enhanced:
-	new BS table(s) reducing the quantisation errors for high bit rates should be introduced;
-	the reporting of long BSR even when only one bearer has data buffered should be allowed;
-	a delay information should be reflected;
NOTE:	the delay information needs to distinguish how much data is buffered for different delay.
-	starting ON-DURATION should trigger a periodic BSR;
-	PDU discard should trigger a regular BSR.
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