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1	Introduction
A few contributions suggested enhancing LCP for XR services at the last meeting. They targeted two main areas: how to deal with delay budget and data bursts. This contribution gives our views on these two aspects and also on the subject of dealing with tiles.
2	Dealing with Delay Budget
The following arguments were brought forward
-	When PDU set A (or frame A) transmitted in the low priority LCH is not finished and the delay bound of PDU set A is to be almost hit, while PDU set B in a higher priority LCH arrives, the packets of PDU set B (or frame B) will be included in the MAC PDU first although the remaining PDB/PSDB of the packets in the PDU set B is still large while the PDB/PSDB of the packets in PDU set A is almost exhausted. If this happens, it may result in the packet discard of PDU set A without clear benefit for the transmission of PDU set B. [R2-2207756]
-	We think that the LCP procedure should also take into account the remaining delay budget (RDB) of the data pending for transmission in order to determine the priority order in which LCH data are multiplexed on the UL resources. Data with the most stringent remaining delay budget, e.g. lowest remaining RDB, should be prioritized and multiplexed first on allocated PUSCH resources. [R2-2207878]
-	Current LCP procedure does not consider the remaining time budget for packets. In consequence, this may lead to a situation where the successfully transmitted packets are not useful to the application due to being outdated. [R2-2207991]
The above seems to be assuming two different things:
[bookmark: _Hlk114131180]1.	That new data may need to be prioritized over old data i.e. data that is still buffered but for which the PDB can no longer be met. But is this really the case considering that:
-	If the old data is useless, it should be discarded → no LCP impacts
-	If the old data still is useful, then why should it be delayed? → no LCP impacts
2.	That data with the smallest remaining delay budget should always be prioritised, or, in other words, that some soon-to-expire data should be included in a TTI at the cost of leaving some higher-priority traffic out of that TTI. This is questionable for several reasons: first of all priorities should not be dynamic, to ensure that SRBs are always prioritised. Then, within the same radio bearer, the older data will always be prioritised by design up to the point in time when discard is triggered. Finally, with such proposals we should ask ourselves whether it is known for sure that prioritizing the lower-priority traffic now will not end up missing Qos requirements (such as PDB) of the higher-priority traffic later, which of course would be an even worse violation.
Proposal 1: LCP does not need to be enhanced to deal with the PDB of XR services.
2.2	Dealing with Data Bursts
An observation was made w.r.t. to the handling of data bursts [R2-2207756]: There could be a large burst of high priority LCH with long queuing delay due to no timely UL grant available, but when there are UL grants available, the Bj of this LCH is not large enough to deplete the TX buffer of this LCH during MAC PDU construction though there are still capacity available.
LCP consists of two loops: a first one to serve all PBRs of all logical channel in order of priority, and a second one to use what is left from the grant, also in order of priority. Bj does not play a role in the 2nd loop and thus, unless there is a higher priority logical channel to steal all what is left in the grant, there is no issue for the LCH mentioned above.
Observation 1: Bj only plays a role in the first loop of LCP.
2.3	Dealing with Tiles
In tiled stream approach, the current user viewport is emphasized through transmitting non-viewport samples with decreased resolution [38.835]. As a result, tiles corresponding to the comfort zone will be provided with a higher bit rates than tiles outside of it (in the peripheral vision). This is a promising technique to decrease the overall bit rate of the video stream(s) while maintaining the overall QoE. However, this does not mean that the tiles with the lower bit rates should tolerate a higher PER. It is easy to imagine scenarios where tiles outside the central vision / comfort zone carry crucial information (incoming enemy in an FPS, curve in a driving game, signals in AR).
Proposal 2: in tiled stream approach, all tiles should be carried on the same radio bearer, or at least on radio bearers ensuring a similar BLER over the air interface and there is no need to enhance LCP to deal with tiles.
2.4	Dealing with QoS flow Relocation
When the mapping of a given QoS flow is updated, the old bearer can still contain packets from that QoS flow (e.g. due to pre-processing). The larger the queue on the old bearer, the more serious the problem is. This would be especially problematic for services with tight delay budget like XR.
NOTE:	If one assumes that the default DRB is good enough, and the gNB can just wait for the end marker to come, then the need to relocate the flow in the first place would be questionable. If a flow is relocated, it is fair to assume that all packets from that flow need to be prioritized.
To overcome this problem one could imagine prioritise the packets of the relocated QoS flow within the old bearer. This may not feasible in all implementations depending on how the data is processed and buffered. Instead, it would seem simpler to temporarily give the old DRB the same priority as the new DRB, until all packets from the relocated QoS flow are sent to the gNB. By doing so, the delay impacts of the packets from the relocated QoS flow remaining in the old bearer are minimised. One natural drawback is that if there are packets from other QoS flows in the transmission queue of the old bearer, they will also be prioritised. This drawback is considered as acceptable considering that it should be short-lived (thanks to the end marker) and nowhere as bad as delaying the high-priority QoS flow.
Proposal 3: when an XR QoS flow is relocated from an old bearer to a new one, the priority of the old bearer is set equal to the priority of the new bearer for as long as the old bearer has data buffered for that QoS flow.
3	Conclusion
This contribution has discussed LCP for the provision of XR services and made the following proposals:
Proposal 1: LCP does not need to be enhanced to deal with the PDB of XR services.
Proposal 2: in tiled stream approach, all tiles should be carried on the same radio bearer, or at least on radio bearers ensuring a similar BLER over the air interface and there is no need to enhance LCP to deal with tiles.
Proposal 3: when an XR QoS flow is relocated from an old bearer to a new one, the priority of the old bearer is set equal to the priority of the new bearer for as long as the old bearer has data buffered for that QoS flow.







