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Introduction 
In this paper, we discuss on a few UE feedback enhancements that can improve capacity for XR services. They include enhanced BSR table for more efficient allocation of UL grants, report on delay status of UE’s data in its L2 buffer, DL and/or UL delay statistics which can help RAN adapt its configuration of delay budgets. 
Discussion
Enhanced BSR table
In the current spec, buffer sizes reported in BSR are coded by an exponential function, i.e. 
Bk = Bmin (1+p) k, where p = (Bmax / Bmin)1 / (N-1) – 1,
where Bmin the minimum buffer size and Bmax is the maximum buffer size that can be reported by UE. N is the total number of code points (32 for short-BSR format and 256 for long BSR format). The advantage of this encoding is that it provides a constant step size across all encoding points, i.e. (Bk+1  Bk) / Bk is a constant for all k. Its disadvantage also stems from this property. The absolute value of step size is also an exponential function of k. As a result, this formula provides excellent granularity when k is small; however, the step size can grow exponentially fast as k increases. For example, at k=252, BS = 76,380,419 bytes; at k=253, BS = 81,338,368 bytes. Hence the step size = 4,957,949 bytes. It means that when UE reports a buffer size of 81MB, the actual buffer size can be 4.9MB less than that!
Some XR flows consist of large data bursts (especially at high encoding rates). Hence UE’s buffer size tends to be on the large size most of time. Moreover, since a reported buffer size is the “ceiling” of the actual buffer size, network may over allocate when scheduling UL grants. This over-allocation is not an issue if buffer size typically small (because granularity at small end is very good). But it can have a significant impact on system capacity at large end if the range of each step is in the order of several MBs.
Observation 1.	The step size used in the current BSR table can increase exponentially as buffer size increases (e.g. up to several MBs). Large step sizes can have a negative impact on system capacity for XR applications.
To reduce the error and thus improve system capacity, the key is to reduce the granularity of step size when buffer size is large. There can be several options in achieving that. For example,
· Introduce an additional buffer size table, which uses a larger Bmin to reduce granularity of each step size. Network can configure how UE should choose between the legacy buffer size table and the new buffer size table, e.g. if buffer size is less than Bmin of the new table, use the legacy table. Otherwise, use the new table. This idea can be further extended to include multiple new buffer size tables, each of which has different Bmin and Bmax. 
· Introduce a new buffer size table which is based on a different encoding algorithm. Since the real challenge with encoding buffer size is its very wide range of values (from 10B to 81MB), it makes sense to use companding algorithms such as -law or A-law [2]. Companding algorithms have been used in telecommunication systems to reduce dynamic range of a signal before its encoding for almost a century by now. To apply the algorithm to BSR, the algorithm can first apply a non-linear compression function [2] to a buffer size (Boriginal) to reduce its range down to [0,1] (Bcompress), then uses a uniform quantitizer to encode Bcompress into Breport. To decode the signal on the network side, network apples an expansion function, which is the inverse of the compression function, to Breport. The output is the buffer size network will use to schedule UL grants.
Proposal 1.	Study enhancements (e.g. new BSR table(s), new encoding algorithm) to reduce granularity of BSR for large buffer sizes. 
Delay status reporting
It is useful to gNB for its scheduling of delay sensitive traffic if gNB knows how long a PDU has been buffered at UE. However, that is not possible with the current procedures of buffer status reporting, because new data arriving from a logical channel which already has buffered data does not trigger a new BSR. gNB may be able to estimate approximately the delay based on buffer status reported in consecutive periodic BSRs. But the accuracy of the estimate highly depends on the periodicity of periodic BSRs. 
Observation 2.	As NW currently does not know how long UL data has been buffered, it may not be able to schedule it in accordance with its deadline.
Based on the above observation, we hence believe it is useful for UE to provide delay status information to gNB. To make it work, there may be a few issues that need to be studied. For example, 
· At what granularity should delay status be reported? Should the delay of each PDU in a DBR’s L2 buffer be reported, or only the maximum delay among all PDUs in a DRB should be reported?
· Should a report be triggered only by certain events or sent periodically or both? Can the framework of BSR be reused for delay status reporting?
· Are delay status reports always sent together with BSR, or they are sent independently? 
We’d therefore propose that RAN2 include enhancements for delay status reporting in the study on XR.
Proposal 2.	RAN2 study enhancements for UE to report delay status of its data in L2 buffer.
Delay statistics reporting
In some cases (e.g. if a flow has varying frame rate), it is not easy to signal nominal arrival times and delivery deadlines for each PDU or PDU set. Network then has to use a fixed delay budget in its scheduling. As we have explained in Section 2.1.3, that can result in conservative deadlines. Therefore, having UE provide feedback on delay statistics (e.g. average, standard deviations, etc) can help network adapt the delay budgets it configures/applies to compensate the inefficiency. More specifically,
· On downlink, UE can measure the amount of delay budget left before the delivery deadline (aka residual delay budget) of a PDU or PDU set and then provide those statistics to RAN. RAN then can use that information to adjust the delay budget it applies on DL traffic. For example, if residual delay budget is large, RAN can increase the delay budget it applies.
· On uplink, UE can measure the amount of delay experienced by a PDU or PDU set when it is successfully received by RAN (e.g. upon reception of a positive RLC status report). Network then can use the statistics of this delay to estimate the residual delay budget for the rest of the connection, i.e. end-to-end delay budget provisioned for the flow subtracted by the delay reported by UE.   
Proposal 3.	Network can configure UE to measure and report DL and/or UL delay statistics for selected DRBs.

Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
Observation 1.	The step size used in the current BSR table can increase exponentially as buffer size increases (e.g. up to several MBs). Large step size can have a negative impact on system capacity for XR applications.
Proposal 1.	Study enhancements (e.g. new BSR table(s), new encoding algorithm) to reduce granularity of BSR for large buffer sizes. 
Observation 2.	As NW currently does not know how long UL data has been buffered, it may not be able to schedule it in accordance with its deadline.
Proposal 2.	RAN2 study enhancements for UE to report delay status of its data in L2 buffer.
Proposal 3.	Network can configure UE to measure and report DL and/or UL delay statistics for selected DRBs.
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