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Introduction 
In this paper, we discuss how the XR awareness may impact prioritization of XR traffic and propose enhancements to LCP mechanism.
Discussion
Delay-aware LCP procedure
In the current LCP procedure, the scheduling order among different logical channels (LCH) are determined by two parameters: priority and prioritized bit rate (PBR) configured for an LCH. The priority of an LCH typically is associated with the delay requirement of the QoS flow mapped to that LCH, i.e. the tighter delay requirement is, the higher priority the LCH has. The PBR of an LCH controls the average rate at which the LCH is scheduled.
When an LCH has bursty arrivals, data typically arrives faster than its PBR or the GBR configured for the associated flow. To ensure scheduling latency meets the delay requirement for the LCH, the PBR or GBR has to be much large than the average bit rate of the traffic, so that most PDUs can be scheduled as they arrive. However, this over allocation of bit rate means that network has to give up some uplink capacity in exchange for delay performance.
Observation 1a.	For bursty flows, network may have to give up some uplink capacity in exchange for their delay performance. 
We think it is possible that this loss in uplink capacity can be reduced if the LCP procedure is more aware of the delay incurred by uplink data (aka residual delay budget) and include that as a factor in its scheduling priority. More specifically, network can allocate PBR or GBR close to the average bit rate of a flow. When data from the flow is held back by the LCP traffic regulator due to arrival rate being higher than the allocated data rate, the LCP procedure then tracks the amount of delay that the buffered data accumulates. If the residual delay budget of some buffered data approaches some limit or threshold, the LCP procedure can give higher scheduling priority to the data, so that their delay requirement is still met.  
Observation 1b.	If the LCP procedure can take residual delay budget into account when scheduling uplink data, network can more efficiently allocate bandwidth for bursty flows and thus improve uplink capacity.
There can be multiple options for the LCP procedure to take residual delay budget into account when scheduling uplink data. For example, UE can keep using the legacy LCP procedure until residual delay budget of data in some LCH has exceeded a threshold. When that happens, LCP procedure gives higher schedule priority to that data. 
Since the LCP procedure is directly in the data path, we think only enhancements which have small impacts on the legacy LCP procedure should be studied. 
Proposal 1.	RAN2 study enhancements to LCP procedure which take residual delay budget of buffered data into account when scheduling uplink data. 
Dynamic adaptation of LCP parameters
Many implementations of XR applications are capable of adapting their bit rates or frame rates in response to variations in the quality of its connections (e.g. available bandwidth or delay or loss rate). Such adaptations by application certainly can help provide a more robust user experience.
Observation 2.	Many XR applications are capable of adapting their bit/frame rates based on the quality of their connections.
Some of the LCP parameters such as prioritized bit rate obviously are configured in accordance with an application’s bit rate. AllowedCG-List can be another of such parameters, if multiple CGs are configured to support different periodicities of XR traffic. Therefore, when an application adapts its bit/frame rate, those LCP parameters need to adapt accordingly.
To better support dynamic adaptation of XR applications, we are proposing that UE configurations which depend on application bit/frame rates should be dynamically reconfigured (e.g. by using MAC CE) instead of legacy RRC signaling, because the overall latency of legacy RRC Reconfiguration is too slow compared to the typical periodicities of XR traffic. UE configurations can benefit from dynamic adaptation may include DRX parameters [1] and LCP parameters.  
Proposal 2.	RAN2 study MAC CE based adaptation of selected LCP parameters (e.g. prioritized bit rate). FFS which LCP parameters should be considered for this enhancement.
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
Observation 1a.	For bursty flows, network may have to give up some uplink capacity in exchange for their delay performance. 
Observation 1b.	If the LCP procedure can take residual delay budget into account when scheduling uplink data, network can more efficiently allocate bandwidth for bursty flows and thus improve uplink capacity.
Proposal 1.	RAN2 study enhancements to LCP procedure which take residual delay budget of buffered data into account when scheduling uplink data. 
Observation 2.	Many XR applications are capable of adapting their bit/frame rates based on the quality of their connections.
Proposal 2.	RAN2 study MAC CE based adaptation of selected LCP parameters (e.g. prioritized bit rate). FFS which LCP parameters should be considered in this enhancement.
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