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Introduction 
In this paper, we discuss how PDU sets should be handled, how different types of PDU Sets may be differentiated and mapped to DRBs. We also discuss why the use of delivery deadline instead of legacy delay budget can lead to better delay performance and higher capacity.
Discussion
0. Handling PDUs in a PDU Set
Data packets in a PDU set may or may not arrive at RAN at the same time, due to jitter caused by core network. Even if they do, we think it is simpler to map each data packet into an individual PDCP SDU, because aggregating multiple data packets into a single PDCP SDU would create extra unnecessary complexities. For example, header compression and integrity protection procedures may need to be studied to support concatenation of PDUs. In addition, the size of a typical PDU set is larger than the maximum size of PDCP SDU for most XR encoding rates. Since a PDU set has to be split between multiple PDCP SDUs in typical use cases, the advantage of PCDP aggregation is not going to be substantial. 
Proposal 1. 	SDAP maps each data packet in a PDU set to a single PDCP SDU, as in legacy.
In the NR QoS framework, DRB is the RAN entity associated with QoS flows, i.e. QoS flows with the same (or compatible) QoS requirements are mapped to the same DRB. There cannot be splitting of a QoS flow among two DRB within a single cell group. We think this principle should not be changed. 
Proposal 2.	All PDUs within the same QoS flow should be mapped to the same DRB, as in legacy.
Although PDUs in a PDU set share a common set of QoS attributes, it is more efficient to perform scheduling and RLC and HARQ transmissions based on individual PDU instead of entire PDU set. For example, when UE receives a UL grant which is too small to fit an entire PDU Set in its buffer, it makes sense for some of the PDUs in the PDU Set to be scheduled first, as a way to reduce waste in UL capacity. Another example is for the case of FEC. Since not all PDUs in a PDU set are needed, it is more resource efficient if individual PDUs are scheduled based on whatever UL grants are available, instead of forcing all PDUs in a PDU Set to be transmitted together.  
Proposal 3.	HARQ and RLC re-/transmissions are based on individual PDUs instead of PDU Sets.
Differentiated handling of PDU Sets
There have been discussions in SA2 on whether different PDU Sets may have different importance/priority levels. If they do, how they should be mapped to QoS flows. Two options have been discussed the most:
· PDU Sets with different importance levels are mapped to different QoS flows, although they are associated with the same video stream (e.g. they share a single stream of sequence numbers);
· PDU Sets with different importance levels are mapped to the same QoS flow, but each PDU set carries a marking, which indicates its importance level. PDU Sets with the same importance level is considered a single sub-QoS flow with a regular QoS flow.
Since SA2 have not reached any agreements yet on the above options, we discuss in the following what are the possible impacts they may have on RAN2.
In general, we think the legacy rule that all PDUs in a QoS flow should be mapped to the same DRB should be applied to PDU Sets as well, i.e. if two PDU Sets are associated with the same QoS flow, then they should be mapped to the same DRB. Therefore, if SA2 choose to mark PDU Sets with different importance levels but still map all of them to the same QoS flow, all PDU Sets in that QoS flow should be mapped the same DRB.
Proposal 4.	If two PDU Sets are associated with the same QoS flow, then they should be mapped to the same DBR, as in legacy.
If PDU Sets with different importance levels are mapped to different QoS flows, we think they should still be mapped to the same DRB, for the following reasons. First, although different PDU Sets may have different importance levels, they still share many QoS attributes, because they all belong to the same video stream. It is thus more efficient to transport them with the same DRB. Second, since DBRs typically are managed independently at RAN, it is more difficult to coordinate among the two QoS flows, e.g. if in-order delivery among PDU Sets is required. 
Proposal 5.	If SA2 choose to map PDU Sets with different importance levels to different QoS flows, those QoS flows should be mapped to the same DRB.
In SA4’s reply LS to SA2 [1], it is stated that
	“… The handling of dependent PDU Sets once a leading PDU Set is lost is not universally defined and depends on the operation of the application. …”
“…a PDU Set may “depend” on previously received PDU Sets. However, such dependencies do not necessarily result in discarding dependent information units, but the user experience may be degraded. …”


As we can see from the above statements, coupled discard of PDU sets are not always necessary and hence should not be mandated. Moreover, such enhancements require extra complexities for UE implementation. For example, UE needs to keep additional states of discarded PDUs and check every received PDU set for potential dependency with every previously discarded PDUs. Given the extra complexities and unclear benefits, we do not think dependency between PDU Sets need to be used in layer-two procedures.
Proposal 6.	In Rel-18, RAN2 will not study the use of dependency between PDU Sets in layer-two procedures.
Signaling information on PDU Sets 
Based on the discussions above and the discussion in [1] , one can see that handling of PDU Sets do have impacts on layer-two procedures. For example, UE does need to know the association between a PDU and a PDU Set to determine if it has met the discard criteria (e.g. whether content criteria for its associated PDU Set has already been met or can no longer be met). This determination has to be performed on a per PDU basis and cannot be configured. Therefore, we think information about PDU Sets have to be signaled dynamically with PDUs (i.e. via user-plane). In the following, we discuss what information is necessary. 
For a receiver to process a PDU according to the content criteria and QoS requirements of a PDU Set, the receive must be able to identify which PDU Set this PDU is associated with. For that purpose, PDU set must be indexed by a sequence number, and a PDU must be indexed within its associated PDU set. In addition, for the receiver to know when it is done with a PDU Set (e.g. remove its states), it also has to know the size of the PDU set or which PDU is the last one in the set (e.g. if the transmitter starts streaming packets before it completes encoding the entire set).
Proposal 7.	PDU Set information signaled via user plane should include at least fields that help identify the association between a PDU and a PDU Set, e.g. sequence number of PDU Set, index of PDU within its associated PDU Set, size or end of a PDU Set, etc.
A receiver also needs to know the content criteria of a PDU set for its reception. If content criteria is static or semi-static (e.g. “all or nothing”), then they can be RRC configured instead of being dynamically signalled. On the other hand, if PDU sets are coded by FEC and the FEC redundancy ratio is dynamically adapted, then we think it is better to signal the content criteria in band via user-plane signaling. First, if FEC is dynamically adapted and RRC reconfiguration is used to adjust the decoding criteria, it may not be easy for UE to coordinate with application and network exactly when a transition may happen and thus cause out-of-sync issues. Second, content criteria do not need to be included in every PDU header, e.g. it is signaled only when there is a change.  
Proposal 8.	PDU Set information signalled via user plane can optionally include the content criteria of PDU Sets, if it is dynamically adapted.
The impact of PDU set at transmitter side is mostly on PDCP layer. At receiver side, the impact can be on both PDCP and RLC layers. Since the interaction between PDCP and RLC layer can be done via cross-layer indications, we think PDCP can be the right layer to include PDU set information. In addition, we think it would enable simpler receiver implementation (e.g., for cross-layer indication between layer-two protocols) if PDU set information is not ciphered and not included in integrity protection, just like SDAP header. 
Proposal 9.	PDU set information is sent in band in PDCP header of each PDU in a PDU set. It is not ciphered and not included in integrity protection.
[bookmark: _Ref115086846]Delivery deadline vs PDB
In this section, we first show that the 5G-AN-PDB defined in the current SA2 spec may lead to deadlines earlier than necessary and thus results in loss in system capacity. We show it by using an example on downlink traffic, illustrated in Figure 1. In the figure, 
· Nominal arrival time denotes the idealized arrival time of a PDU at RAN if there is no jitter. For a PDU set, it is the idealized arrival time of the first PDU in the PDU set.
· Actual arrival time is the actual time when a PDU arrives at RAN. Actual arrival time can be before, at, or after nominal arrival time, depending on the jitter experienced by the PDU. These three cases are illustrated by PDU A, B and C in Figure 1, respectively.
· Deadline is the target time by when a PDU or a PDU set should be delivered to application. There can be two ways to define a deadline:
· If one follows the current SA2 convention, a configured deadline for a PDU arriving at RAN equals its actual arrival time + 5G-AN_PDB. 
· Delivery deadline is the absolute time by when a PDU or PDU set needs to be processed by application for display. More specifically, upon reception at UE, a PDU or PDU set is held in a playout buffer until it is time to be processed for display. Therefore, from application’s perspective, there is an absolute deadline for each PDU or PDU set.
· Delay budget is the margin between configured deadline and actual arrival time (to keep the current convention used in SA2 spec). Nominal delay budget is the margin between delivery deadline and nominal arrival time. For PDU sets, these two terms can be extended to PDU set delay budget and nominal PDU set delay budget, respectively.


[bookmark: _Ref110592763]Figure 1. Deadline, arrival time and delay budget.
As one may see from the example above, because 5G-AN_PDB is a fixed value for all PDUs, it needs to be chosen such that all PDUs can meet their deadlines, even if a PDU has experienced a maximum amount of jitter (e.g. PDU C in Figure 1). Since most PDUs would have jitters shorter than the maximum, there would be PDUs which do not meet this configured delay budget but still have time left before their actual delivery deadlines. 
On uplink, similar observations can be made. If nominal arrival times of PDUs are known to gNB, then gNB can estimate the amount of delay a PDU has experienced on uplink and then derive the remaining delay budget that PDU has left until it reaches the application. That information obviously is useful for gNB’s scheduling.
Therefore, If RAN has the knowledge of delivery deadlines of downlink traffic or nominal arrival times of uplink traffic, it can have more delay budget in its scheduling and hence achieve higher system capacity. For UE power saving, the more delay budget a PDU has, the shorter on duration needs to be configured and hence the more UE power savings can be achieved.
Observation 1.	If RAN has the knowledge of delivery deadlines of downlink traffic or nominal arrival times of uplink traffic, it can have more delay budget in its scheduling and hence achieve higher system capacity and enable more UE power savings.  
On uplink, we think it would be the simplest if UE can provide nominal arrival times of its uplink traffic to RAN, because application and UE are hosted on the same device. 
On downlink, there may be several options available for RAN to obtain delivery deadlines. For example, 
· In one option, since delivery deadlines are determined by application client, UE can provide them to RAN. UE first convert delivery deadlines provided by application client, which are defined in real time, to 5G system time and then provide them to gNB. Since UE and application clients are hosted on the same device, they are fully synchronized in time, this conversion should be straightforward. As delivery deadlines for periodic traffic can be defined based on periodicity and start offset of the traffic, this signaling from UE to RAN needs to happen only once, instead of per PDU or PDU set. Hence the signaling overhead is minimal.   
· In another option, delivery deadlines can be provided to RAN by application server via 5GC nodes. For example, when 5GC establishes a QoS flow, it configures the flow with nominal delay budget instead of legacy delay budget. This option requires RAN either to be able to infer nominal arrival times and periodicity of the flow based on measurements on traffic arrivals or use some methods to determine the offset between the absolute time used by application server and 5G system time. However, neither of them seems trivial to implement. 
Comparing the above two options, we think it is much simpler, from system’s perspective, to have UE provide nominal arrival times (for uplink) and delivery deadlines (for downlink) to gNB. 
Observation 2.	It is simpler to have UE than 5GC provide delivery deadlines and nominal arrival times to RAN.
One added benefit of using delivery deadlines is that it can greatly simplify the synchronization among multi-modal traffic. More specifically, application can determine by itself what the target delivery deadlines for each stream in multi-modal traffic should be and then provide them to RAN. When scheduling PDUs associated with multi-modal traffic, RAN only needs to rely on the delivery deadline for that specific PDU, without checking the states (e.g. delay status) of other flows. This clearly simplifies RAN’s handling of multi-modal traffic.  
Observation 3.	Delivery deadlines can also simplify RAN’s handling of multi-modal traffic.
In summary, we believe that RAN can use delivery deadlines (for downlink) and nominal arrival times (for uplink) instead of configured deadlines (i.e. actual arrival time + a fixed delay budget) to have more delay budget in its scheduling of PDUs and PDU sets and hence achieve higher system capability. And that can be enabled by a simple, one-time signaling from UE to RAN. We therefore think it is worthwhile for RAN2 to study such enhancements. 
Proposal 10.	RAN uses delivery deadlines (for downlink) and nominal arrival times (for uplink) instead of configured deadlines (i.e. actual arrival time + a fixed delay budget) in its scheduling of PDUs and PDU sets.
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
Handling PDUs in a PDU Set
Proposal 1. 	SDAP maps each data packet in a PDU set to a single PDCP SDU, as in legacy.
Proposal 2.	All PDUs within the same QoS flow should be mapped to the same DRB, as in legacy.
Proposal 3.	HARQ and RLC re-/transmissions are based on individual PDUs instead of PDU Sets.
Differentiated handling of PDU Sets
Proposal 4.	If two PDU Sets are associated with the same QoS flow, then they should be mapped to the same DBR, as in legacy.
Proposal 5.	If SA2 choose to map PDU Sets with different importance levels to different QoS flows, those QoS flows should be mapped to the same DRB.
Proposal 6.	In Rel-18, RAN2 will not study the use of dependency between PDU Sets in layer-two procedures.
Signaling information on PDU Sets
Proposal 7.	Dynamically signalled PDU Set information should include at least fields that can help identify the association between a PDU and a PDU Set, e.g. sequence number of PDU Set, index of PDU within its associated PDU Set, size or end of a PDU Set, etc.
Proposal 8.	Dynamically signalled PDU Set information can optionally include content criteria for an PDU Set, if they are not statically configured.
Proposal 9.	PDU set information is sent in band in PDCP header of each PDU in a PDU set. It is not ciphered and not included in integrity protection.

Delivery deadline vs delay budget
Observation 1.	If RAN has the knowledge of delivery deadlines of downlink traffic or nominal arrival times of uplink traffic, it can have more delay budget in its scheduling and hence achieve higher system capacity and enable more UE power savings.  
Observation 2.	It is simpler to have UE than 5GC provide delivery deadlines and nominal arrival times to RAN.
Observation 3.	Delivery deadlines can also simplify RAN’s handling of multi-modal traffic.
Proposal 10.	RAN uses delivery deadlines (for downlink) and nominal arrival times (for uplink) instead of configured deadlines (i.e. actual arrival time + a fixed delay budget) in its scheduling of PDUs and PDU sets.
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