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1. Introduction
In the scope of R18 RedCap study in SA2, eDRX cycle beyond 10.24s in RRC_INACTIVE state is being studied, wherein, two solutions were mainly discussed in last SA2 meeting. Since these solutions are related to RAN, an LS [1] is sent to RAN3 and RAN2. The details are as below:
	SA2 Rel-18 study FS_REDCAP_Ph2 is ongoing and approaching the conclusion phase. The study is focused on one key issue which enables long eDRX>10.24s cycle support for UE in RRC_INACTIVE state. See more details in latest TR 23.700-68[2].
SA2 discussed mainly two different types of solutions: 
A) 	NG-RAN provides UE unreachability information (e.g. the eDRX information) to CN when UE enters RRC_INACTIVE state with long eDRX and CN handles the MT data/signalling while the UE is unreachable. CN triggers MT data/signalling when the UE is considered reachable. For example, see solution#6 in TR 23.700-68 for reference.
B) 	NG-RAN handles MT data/signalling while the UE is RRC_INACTIVE state. In case UE moves out of the RNA area during the unreachable time period and performs resume outside the RNA, the UE context retrieval between NG-RAN nodes and data forwarding are supported via CN when there is no Xn interface. For example, see solution#2 in TR 23.700-68 for reference.
SA2 is starting to consider its conclusion and would like to ask RAN2 and RAN3 on their views on the following aspects:
1) NG-RAN providing UE unreachability information to CN for MT data/signalling handling when UE is not reachable in RRC_INACTIVE state.
2) NG-RAN can handle a new NG_AP message to trigger RAN paging when UE is in RRC-INACTIVE.
3) Including the UE context retrieval with data forwarding handling between NG-RAN nodes via CN. 
4) NG-RAN buffering capabilities of MT data for the duration of the eDRX cycle.
5) NG-RAN’s ability to perform UE context release procedure towards the AMF and locally releases the UE to RRC-IDLE when receiving DL NAS message and the UE is not reachable for a time period longer than 10.28s.
6) Alternative to (5): NG-RANs ability to only provide an indication to AMF when receiving DL NAS message and the UE is not reachable for a time period longer than 10.28s. The UE remains in RRC_INACTIVE.


In this contribution, with reference to the above LS and also some RAN3 discussion in [3][4], we will discuss the feasibility of these solutions from RAN2 perspective and provide our views.
2. Discussion
From RAN2 perspective, we give some brief comparison for the above mentioned solution A) and solution B):
· Solution A): RAN provides UE unreachability information (e.g. the eDRX information) to CN when the UE enters RRC_INACTIVE state with long eDRX and CN handles the MT data/signaling when the UE is unreachable.
· For this solution, MT data is buffered in CN and NAS procedures are not executed. Once the UE is considered as reachable, CN sends N2 message to trigger the RAN paging in RRC_INACTIVE state. We think this CN buffering solution has less impacts on RAN. However, the additional N2 message will cause more signaling latency.
· Solution B), RAN handles MT data/signaling when the UE is RRC_INACTIVE state.
· For this RAN buffering solution, if the UE is configured with long eDRX cycle, it’s very possible that MT data in RAN buffer may be overflown due to the UE is unreachable for a long time. Once RAN buffer is overflown, RAN can initiate UE context release. But if the UE context is released, MT data would be dropped, we think it is unacceptable. A possible way to address or avoid such issue could be that, before the RAN buffer is overflown, the RAN can trigger the CN to start the buffering of any further DL data and signaling.
· For Solution B), it’s also possible that core network continuously sends NAS signaling to the RAN, but these signaling cannot be transmitted to UE, which eventually leads to NAS signalling failure due to expiration of NAS retransmission timer. Please note this issue doesn’t exist in Solution A) as CN is the control node and it can determine whether and when to send out the NAS signalling to RAN. To address this issue, one possible way is that RAN can send an unreachability indication to CN. But this would cause more signalling overhead and add complexity to Solution B). 
· Besides, there is a special case needs more attention, e.g., the UE moves out RNA area and there is no Xn interface between the new gNB and the anchor gNB. To address this case, additional procedures via CN for UE context retrieval between RAN nodes and data forwarding need to be specified. Again, please note this case may also exist for Solution A) but there is existing simple solution to handle it. As in Solution A), the data is always stored in CN, the data forwarding via CN could be straightforward and simpler.
In a summary, for UE in RRC_INACTIVE state and with long eDRX, the CN buffering solution, e.g., Solution A) has less RAN impact, is more feasible and preferred. Meanwhile, the RAN buffering solution, e.g., Solution B) is complicated and has more RAN impacts. 
Furthermore, based on all the above analysis, another “combined” solution is also acceptable to us, that is, small amount of data can be preferentially buffered in RAN which can be sent to UE as soon as UE is reachable (by this way, the possible delay in Solution A) caused by the signaling interaction between RAN and CN may be reduced). Meanwhile, if RAN could predict that data overflow will occur, RAN can notify the CN to start the buffering of any further DL data and signaling in advance.
Proposal 1: From RAN2 perspective, for UE in RRC_INACTIVE state and with long eDRX, generally CN buffering solution has less RAN impact and is preferred. Another acceptable way is that small amount of data can be preferentially buffered in RAN, and if RAN could predict that data overflow will occur, RAN can notify the CN to start the buffering of any further DL data and signaling in advance.

3. Conclusions
[bookmark: _Hlk528066018]Based on the discussion in sections above we propose the following:
Proposal 1: From RAN2 perspective, for UE in RRC_INACTIVE state and with long eDRX, generally CN buffering solution has less RAN impact and is preferred. Another acceptable way is that small amount of data can be preferentially buffered in RAN, and if RAN could predict that data overflow will occur, RAN can notify the CN to start the buffering of any further DL data and signaling in advance.
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