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In Rel-18 Mobility enhancement WI [1], we have the following objective to design L1/L2 based inter-cell mobility.
	1. To specify mechanism and procedures of L1/L2 based inter-cell mobility for mobility latency reduction:
· Configuration and maintenance for multiple candidate cells to allow fast application of configurations for candidate cells [RAN2, RAN3]
· Dynamic switch mechanism among candidate serving cells (including SpCell and SCell) for the potential applicable scenarios based on L1/L2 signalling [RAN2, RAN1]
· L1 enhancements for inter-cell beam management, including L1 measurement and reporting, and beam indication [RAN1, RAN2]
· Note 1: Early RAN2 involvement is necessary, including the possibility of further clarifying the interaction between this bullet with the previous bullet
· Timing Advance management [RAN1, RAN2]
· CU-DU interface signaling to support L1/L2 mobility, if needed [RAN3]

Note 2: FR2 specific enhancements are not precluded, if any.
Note 3: The procedure of L1/L2 based inter-cell mobility are applicable to the following scenarios:
· Standalone, CA and NR-DC case with serving cell change within one CG
· Intra-DU case and intra-CU inter-DU case (applicable for Standalone and CA: no new RAN interfaces are expected)
· Both intra-frequency and inter-frequency
· Both FR1 and FR2
· Source and target cells may be synchronized or non-synchronized


A new procedure is designed because we want to improve the system’s performance. In this contribution, we discuss target performance enhancements for L1/L2-based inter-cell mobility.
Discussion
Goal: Mobility latency reduction
As indicated by the WID objective, the goal of L1/L2-based inter-cell mobility is to reduce the mobility latency, i.e., the time for UE to access a better cell. Longer mobility latency means inferior serving cell quality and longer data interruption. For legacy handover, the mobility latency, i.e., handover latency is defined as the time duration from UE receives handover command from the source cell to it sends the RRCReconfigurationComplete message as the confirmation for the handover command to target cell. The handover interruption is simply defined as the UP interruption that UE can’t perform data transmission/reception with the network due to handover. Without any enhancement to the basic handover procedure, the handover latency is equivalent to the handover interruption.
Compared to LTE, the impact of mobility latency / interruption becomes more severe in NR, especially when operating at higher frequency:
· Lacking always-on cell reference signal and operating with multiple beams lead to longer measurement period. Thus, it may take more time for UE to identify a better neighbour cell before that cell can be reported to network and considered as its target cell. Then a long latency after handover command further delays UE’s access to the target cell.
· Denser deployment means shorter cell dwelling time and more frequent cell changes. The overall interruption becomes longer.
· Higher carrier frequency and narrower beam lead to stronger channel fluctuation or even coverage holes. RRC reestablishment causes even longer interruption.
Latency for current mobility procedures
In RRC-based handover, the typical handover latency is around 75 ms, consisting of three major parts: UE reconfiguration, downlink synchronization, and uplink synchronization. A decomposition of such latency is shown in the figure below, where the terminology follows that for handover delay requirements in TS 38.133.
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Figure 1.	Latency of RRC-based handover
The latency causes data interruption in Rel-15 (legacy) handover. In Rel-16 dual active protocol stack (DAPS) handover, the handover interruption is reduced to almost 0ms by allowing UE to continue communication with source cell after handover command, however, the mobility latency is not reduced.
In contrast, for intra-cell beam switching, according to TS 38.133 (active TCI state switching delay), the delay can be as short as THARQ +  (~5ms) for known TCI states. As a result, in multi-beam operation, the latency of inter-cell beam switch (i.e., switch to one beam from target cell) may be much longer than intra-cell case.
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Figure 2.	Mobility latency for inter- and intra-cell cases
We expect that L1/L2-based mobility procedure can make the latency of inter-cell mobility closer to that of intra-cell mobility. In this way, UE can access the resources of different cells more freely. Reducing mobility latency not only reduces data interruption experienced by UE, but also allows UE to access a better cell earlier. Since the UE can always be scheduled with the beams of high quality among different cells adapting to the fast channel variation, mobility robustness and throughput can be improved. The following sections provide more details of mobility latency analysis and performance evaluation.
Observation 1: In current mobility procedures, the latency of inter-cell mobility is much longer than that of intra-cell mobility.
Latency for L1/L2-based inter-cell mobility procedures
To facilitate discussion and make it clear what is to be optimized, the mobility latency for L1/L2-based inter-cell mobility should be defined. Akin to handover latency in legacy mobility procedure, the L1/L2-based inter-cell mobility latency is defined as the time from UE receives the command to switch cell to UE performs the first DL/UL reception/transmission on the indicated beam of the target cell. 
Proposal 1: The mobility latency for L1/L2-based inter-cell mobility should be clearly defined. 
Proposal 2: The mobility latency for L1/L2-based inter-cell mobility is the time from UE receiving the cell switch command to UE performs the first DL/UL reception/transmission on the indicated beam of the target cell.
The detailed procedure of L1/L2 mobility may require further discussion in the WI. Since it involves cell change, the three major parts (UE reconfiguration, DL and UL synchronization) of mobility latency can be considered as baseline, as shown in the figure below. It should be noted that the latency analysis for L1/L2-based inter-cell mobility in subsection 2.2 is common to both intra-DU and inter-DU inter-cell mobility. 
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Figure 3.	Mobility latency for L1/L2 mobility
For mobility based on inter-cell BM, inter-cell beam indication (i.e., cell switch command) may be sent at different points
· Option1： Beam indication at t1, latency = T1+T2+T3
· Option2： Beam indication at t2, latency = T2+T3
· UE obtains target cell DL synchronization before beam indication
· Option3:   Beam indication at t3, latency = T3
· UE obtains target cell UL and DL synchronization before beam indication
It should be noted that there is also latency for UE to apply the physical layer configuration for the target cell, which can be up to 10ms and should not be neglected in latency analysis. If UE applies the physical layer configuration when the cell switch command is received, the latency due to physical layer reconfiguration should be counted in for the overall mobility latency. In contrast, if UE applies the physical layer configuration right upon receiving RRC reconfiguration for candidate cell(s), the latency due to physical layer reconfiguration is not counted in, and the overall mobility latency can be further reduced. However, this implies additional requirement on UE capability, e.g., additional hardware may be needed for UE to prepare and configure the physical layer configuration of target cell in advance. 
From above illustration, we observe that mobility latency is not significantly reduced if we simply replace RRC-based handover command with L1/L2 signalling.
Observation 2:	Mobility latency mainly consists of: UE reconfiguration, downlink synchronization, and uplink synchronization. 
Observation 3:	Simply replacing RRC-based handover command with L1/L2 signalling does not reduce mobility latency much.
Performance evaluations
Based on the above analysis of mobility latency, we performed system level simulations to evaluate the performance improvement when mobility latency is reduced. Three key performance indicators (KPIs) are considered: handover failure rate, Ping-Pong rate/Time of Stay (ToS), and serving beam RSRP distribution.
Simulation assumptions
UE is working on UMa@30GHz (Bandwidth: 80 MHz) and the moving speed is 30km/h. Detailed simulation assumptions are provided in the Annex. 
KPI#1: Handover failure rate
For mobility performance evaluation, reliability is an important metric. A mobility procedure must keep low handover failure (HOF) rate to guarantee user experience.

Figure 4.	HOF rate of option 1/2/3 with different TTT
Figure 4 provides the simulation results for HOF rate (due to different reasons) of option 1, option 2, and option 3 with different Time-To-Trigger (TTT) timer values. We first compare the performance of different options when TTT is the same (e.g., TTT=0). It is observed that the HOF rate is decreased significantly when the overall mobility latency is reduced through L1/L2-based inter-cell mobility: In the basic HO procedure, HOF rate is 0.95%, which is reduced to 0.43%, 0.2% and 0.26% in option 1, option 2 and option 3, respectively. The HOF rate can be improved by 55%~79% through L1/L2-based inter-cell mobility. 
We further evaluate the impact of TTT length to the HOF. TTT is set to avoid unnecessary Ping-Pong due to channel variation at the potential cost of higher HOF rate. This is because UE needs to wait for a period to send the measurement report and switch to the better cell, during which the channel quality of the source cell may degraded, resulting in too late handover command or execution. We observe higher HOF rate with increased of TTT length. 
Notice that a shorter or even zero TTT timer is suitable for L1/L2-based mobility, since Ping-Pong may no longer be a big issue when mobility latency is reduced, as will be explained for the next KPI. In fact, a typical scenario for L1/L2-based mobility is that a UE switches between 2 or 3 cells with overlapped coverage and chooses the cell with best beam at each time point.
Observation 4: HOF rate is improved significantly with the reduction of overall mobility latency through L1/L2-based inter-cell mobility. 
Observation 5: The HOF rate is higher with the increase of TTT length. 

KPI#2: Ping-pong rate and time-of-stay
A ‘Ping-Pong’ happens when UE switches from cell A to cell B, and then switches back to cell A soon, i.e., the time-of-stay (ToS) in cell B is short (e.g., < 1 sec). In legacy handover procedure, frequent Ping-Pong and short ToS are undesirable since they mean signalling overhead and data interruption. For L1/L2-based mobility with pre-configured intra-CU candidate cells, they are not major concerns as long as mobility latency is reduced.
  
Figure 5.	Ping-pong rate and average ToS of option 1/2/3 with different TTT
Figure 5 provides the simulation results of ping-pong rate and average ToS of option 1, option 2, and option 3 with different TTT setting. With the same TTT, the ping-pong rate is increased significantly when the overall mobility latency is reduced through L1/L2-based inter-cell mobility. For example, when TTT=0, ping-pong rate is 55.77% for in the basic HO procedure and reaches 74% in L1/L2-based inter-cell mobility. The average cell-level ToS is also shortened from 1000ms (for baseline) to less than 300ms (for L1/L2 mobility). Such a short average ToS shows that UE’s best beam switches quickly between cells when UE moves, which further indicates the need of mobility latency reduction.
With the increase of TTT, less occurrence of ping-pong effects is observed, as expected.
Observation 6:	Higher ping-pong rate is observed in L1/L2-based inter-cell mobility, compared to baseline procedure. Ping-pong rate can be reduced by setting longer TTT. 
For intra-DU L1/L2-based inter-cell mobility, ping-pong effect (i.e., cell switching back and forth) should not be a concern from network aspect. Because different cells are controlled by the same DU with single scheduler and MAC entity and there is no additional signaling and complexity to handle the frequent ping-pong effects. For inter-DU operation, if frequent Ping-Pong is undesirable, the network may set longer TTT to reduce Ping-Pong.
Observation 7:	In the scenario of intra-DU inter-cell mobility, frequent ping-pong effects will not bring extra signaling and complexity at the network side. 

KPI#3: Serving beam RSRP distribution
Handover happens when UE is at the boundary area between two cells. A good handover procedure allows UE to switch to target cell at the point when target cell becomes stronger than source cell. In other words, a better handover procedure should result in higher cell-edge RSRP, which can be verified by observing lower part of UE’s serving cell/beam RSRP distribution.

Figure 6: Serving beam L1-RSRP of option 1/2/3 with different TTT
Figure 6 shows the 3%-, 6%-, and 9%-CDF of serving beam L1-RSRP. Higher values are observed when the mobility latency is reduced (i.e., in option 1, 2 and 3). This means that for UEs at cell edge, the serving cell beam quality can be improved by L1/L2-based inter-cell mobility. 
Observation 8:  The serving beam L1-RSRP is improved by L1/L2-based inter-cell mobility. 
Summary
To sum up, the above numerical results show mobility performance improvement when mobility latency is reduced to different extents. For L1/L2-based inter-cell mobility, we should take advantage of low mobility latency to always select a better beam of a better cell to improve the reliability, throughput, and user experience.  
Proposal 3: L1/L2-based inter-cell mobility should take advantage of the low mobility latency to improve the mobility reliability, throughput, and user experience. 
The next step is to investigate solutions to reduce each part that contributes to the latency, i.e., the time for UE reconfiguration, downlink and uplink synchronization after UE receiving handover command.
Proposal 4: To reduce mobility latency, we investigate solutions to reduce the time for UE reconfiguration, downlink and uplink synchronization after UE receiving handover command.
Consideration for different scenarios
1.1.1 Inter-DU operation
The latency (after cell switch command) analysis in subsection 2.2 for L1/L2-based inter-cell mobility is common for intra-DU and inter-DU inter-cell mobility. However, there are still two additional aspects, which need to be considered for inter-DU inter-cell mobility. 
1. F1 latency due to CU and source/target DU coordination
2. UE process latency due to MAC reset
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Figure 7.	Example of inter-DU inter-cell mobility with CU/DU coordination
For inter-DU case, cell switch command is sent to UE after CU-DU coordination. The CU-DU coordination can be considered as a procedure for cell switch preparation, akin to HO preparation.  Therefore, the latency caused by CU-DU coordination over F1 interface is not a contributor to the overall cell switch latency. 
Observation 9: The CU-DU coordination is considered as cell switch preparation and the latency is not counted in the overall cell switch latency.
Nonetheless, we wonder how the preparation delay impacts the mobility performance.

Figure 8.	HOF of option 1/2/3 with different CU/DU coordination delay (0ms, 10ms, 20ms)


Figure 9.	Ping-pong rate of option 1/2/3 with different CU/DU coordination delay (0ms, 10ms, 20ms)

Figure 8 shows the impact of cell switch preparation delay over F1 interface on the HOF rate. Although HOF rate is increased a little bit when different coordination delay is modeled in the simulation, the impact is not so obvious. Especially in option 3 with optimized mobility latency, the impact of coordination latency is almost negligible.  
Figure 9 shows the impact of cell switch preparation delay over F1 interface on the ping-pong rate. Still, the impact is inapparent. 
Observation 10: The impacts of cell switch preparation delay over F1 interface are negligible on both HOF rate and ping-pong rate. 
For inter-DU inter-cell mobility, if common MAC is used for cell switch, UE need to reset MAC when UE is switched to the target cell. The MAC reset will be performed frequently with high ping-pong rate. The latency of MAC reset can be 1~5ms, depending on the UE implementation. Considering, 1~5ms latency due to MAC reset is not a dominant contributor to the overall mobility latency in option1, 2 and 3, it will impact the mobility performance, but not in a measurable way. 
Observation 11: The impact on mobility performance by additional mobility latency due to MAC reset is marginal.  
For inter-DU case, although ping-pong effect will result in frequent interaction between CU, source DU and target DU as well as additional signaling over F1 interface, it is still not a concern considering the high requirement on F1 interface in terms of latency and capacity.
Observation 12: In the scenario of inter-DU inter-cell mobility, although frequent ping-pong effects will introduce extra interactions between CU and source/target DU as well as signaling over F1 interface, it is not a concern considering the high requirement on F1 interface in terms of latency and capacity. 
Based on the latency analysis and performance evaluation, it is observed that the mobility performance of L1/L2-based inter-cell mobility for inter-DU is comparable to intra-DU. Inter-DU inter-cell mobility performance can also be improved significantly through L1/L2-based inter-cell mobility.  It is desired that we can have unified design to support L1/L2-based inter-cell mobility for both intra-DU and inter-DU scenarios. 
Proposal 5: Support L1/L2-based inter-cell mobility for inter-DU scenario.  
Proposal 6: The designs for intra-DU and inter-DU L1/L2-based mobility should share as much commonality as possible. FFS which aspects can be unified. 
1.1.2 Inter-frequency operation
According to the WID, the scenario of L1/L2-based inter-cell mobility includes inter-frequency case. For inter-frequency measurements, the measurement delay may be long due to using measurement gaps and sharing gaps with other frequency layers. As a result, it takes longer time for UE to identify a good neighbour cell, and the major benefit of “fast cell switching” via L1/L2-based mobility would be unclear.
Since measurement delay is of RAN4 scope, we suggest that RAN2 consult RAN4 about the delay to obtain inter-frequency measurements. Based on RAN4 feedback, we can then re-evaluate the applicability of L1/L2 mobility to inter-frequency case.
Proposal 7: Consult RAN4 for measurement delay of inter-frequency carriers and discuss applicability of L1/L2 mobility to inter-frequency case based on RAN4 feedback.

Conclusion
We have the following observations:
Observation 1: In current mobility procedures, the latency of inter-cell mobility is much longer than that of intra-cell mobility.
Observation 2:	Mobility latency mainly consists of: UE reconfiguration, downlink synchronization, and uplink synchronization. 
Observation 3:	Simply replacing RRC-based handover command with L1/L2 signalling does not reduce mobility latency much.
Observation 4: HOF rate is improved significantly with the reduction of overall mobility latency through L1/L2-based inter-cell mobility. 
Observation 5: The HOF rate is higher with the increase of TTT length. 
Observation 6:	Higher ping-pong rate is observed in L1/L2-based inter-cell mobility, compared to baseline procedure. Ping-pong rate can be reduced by setting longer TTT. 
Observation 7:	In the scenario of intra-DU inter-cell mobility, frequent ping-pong effects will not bring extra signaling and complexity at the network side. 
Observation 8:  The serving beam L1-RSRP is improved by L1/L2-based inter-cell mobility. 
Observation 9: The CU-DU coordination is considered as cell switch preparation and the latency is not counted in the overall cell switch latency.
Observation 10: The impact of cell switch preparation delay over F1 interface are negligible on both HOF rate and ping-pong rate. 
Observation 11: The impact on mobility performance by additional mobility latency due to MAC reset is marginal.  
Observation 12: In the scenario of inter-DU inter-cell mobility, although frequent ping-pong effects will introduce extra interactions between CU and source/target DU as well as signaling over F1 interface, it is not a concern considering the high requirement on F1 interface in terms of latency and capacity. 
It is proposed to discuss and decide on the following proposals:
Proposal 1: The mobility latency for L1/L2-based inter-cell mobility should be clearly defined. 
Proposal 2: The mobility latency for L1/L2-based inter-cell mobility is the time from UE receives the cell switch command to UE performs the first DL/UL reception/transmission on the indicated beam of the target cell.
Proposal 3: L1/L2-based inter-cell mobility should take advantage of the low mobility latency to improve the mobility reliability, throughput, and user experience. 
Proposal 4: To reduce mobility latency, we investigate solutions to reduce the time for UE reconfiguration, downlink and uplink synchronization after UE receiving handover command.
Proposal 5: Support L1/L2-based inter-cell mobility for inter-DU scenario.  
Proposal 6: The designs for intra-DU and inter-DU L1/L2-based mobility should share as much commonality as possible. FFS which aspects can be unified. 
Proposal 7: Consult RAN4 for measurement delay of inter-frequency carriers and discuss applicability of L1/L2 mobility to inter-frequency case based on RAN4 feedback.
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Annex: Simulation Assumptions

	Simulation Assumptions

	Scenario
	Uma@30GHz (Bandwidth: 80 MHz)

	Topology
	7 wrapped-around cells with ISD = 200m

	Antenna Setting 
(M,N,P,Mg,Ng,Mp,Np) 
	BS (4,8,2,1,1,1,1)
MS (1,2,2,1,2,1,1)

	# of UE beams
	4

	Speed
	30 km/hr

	Connected DRX cycle 
	<20ms

	SSB periodicity
	20ms

	SMTC periodicity
	20/40ms

	Intra-cell beam switch delay
	5ms

	A3/Ax TimeToTrigger
	160ms

	Handover preparation delay (over Xn) for legacy handover
	50ms

	Handover Preparation delay for L1/L2 based inter-cell mobility 
	0ms, 10ms, 20ms

	Beam training time
	80ms

	RRC Re-establishment time
	250ms

	RRC Set-up time
	200ms

	a3_offset
	2dB

	hoMargin
	0dB

	T310
	1000ms

	N310
	1

	n311
	1

	RRC Re-establishment time
	250ms

	qIn 
	-6dB

	qOut 
	-8dB

	RRC Reselection Timer
	256ms

	 
	-120dBm

	 
	2dB

	 
	2dB

	# of samples for L1 average
	1 sample



HOF rate (FR2 30km/h) 

MR TX fail	TTT=0	TTT=160	TTT=0	TTT=80	TTT=0	TTT=80	TTT=0	TTT=80	baseline	option1	option2	option3	4.1999999999999997E-3	2.3800000000000002E-2	1.1000000000000001E-3	6.1000000000000004E-3	8.9999999999999998E-4	6.0000000000000001E-3	8.9999999999999998E-4	4.7000000000000002E-3	RAR RX fail	TTT=0	TTT=160	TTT=0	TTT=80	TTT=0	TTT=80	TTT=0	TTT=80	baseline	option1	option2	option3	4.1999999999999997E-3	0	2.3E-3	1.1999999999999999E-3	8.9999999999999998E-4	2.3999999999999998E-3	1.1999999999999999E-3	1.1999999999999999E-3	HO complete TX fail	TTT=0	TTT=160	TTT=0	TTT=80	TTT=0	TTT=80	TTT=0	TTT=80	baseline	option1	option2	option3	1.1000000000000001E-3	0	8.5999999999999998E-4	1.1999999999999999E-3	2.0000000000000001E-4	1.1999999999999999E-3	5.0000000000000001E-4	0	RLF	TTT=0	TTT=160	TTT=0	TTT=80	TTT=0	TTT=80	TTT=0	TTT=80	baseline	option1	option2	option3	0	4.0000000000000001E-3	0	0	0	0	0	0	




Ping-pong rate  

Ping-pong rate	
TTT=0	TTT=160	TTT=0	TTT=80	TTT=0	TTT=80	TTT=0	TTT=80	baseline	option1	option2	option3	0.55769999999999997	0.1143	0.74	0.54400000000000004	0.74080000000000001	0.55110000000000003	0.73640000000000005	0.54930000000000001	



average cell-level TOS (ms) 

average cell-level TOS (ms)	
TTT=0	TTT=160	TTT=0	TTT=80	TTT=0	TTT=80	TTT=0	TTT=80	baseline	option1	option2	option3	1052.3599999999999	3915.9	287.5	1221.68	234.56	1199.55	234.39	1175.42	



CDF of serving RSRP 

Baseline_TTT0	
CDF-3%	CDF-6%	CDF-9%	-129.084	-125.636	-123.76	Baseline_TTT160	
CDF-3%	CDF-6%	CDF-9%	-129.364	-125.98699999999999	-124.083	option1_TTT0	
CDF-3%	CDF-6%	CDF-9%	-127.896	-124.887	-123.19499999999999	option1_TTT80	
CDF-3%	CDF-6%	CDF-9%	-127.199	-124.538	-122.934	option2_TTT0	
CDF-3%	CDF-6%	CDF-9%	-127.97499999999999	-124.902	-123.193	option2_TTT80	
CDF-3%	CDF-6%	CDF-9%	-127.02200000000001	-124.396	-122.81	option3_TTT0	
CDF-3%	CDF-6%	CDF-9%	-126.84699999999999	-124.13200000000001	-122.565	option3_TTT80	
CDF-3%	CDF-6%	CDF-9%	-126.93600000000001	-124.349	-122.77	



HOF rate (FR2 30km/h) 

MR TX fail	TTT0	TTT160	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	baseline	option1 with TTT=0	option2 with TTT=0	option3 with TTT=0	4.1999999999999997E-3	2.3800000000000002E-2	1.1000000000000001E-3	1.2359999999999999E-3	1.2849999999999999E-3	8.9999999999999998E-4	1.3159999999999999E-3	1.0759999999999999E-3	8.9999999999999998E-4	1.387E-3	9.2000000000000003E-4	RAR RX fail	TTT0	TTT160	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	baseline	option1 with TTT=0	option2 with TTT=0	option3 with TTT=0	4.1999999999999997E-3	0	2.3E-3	1.5449999999999999E-3	2.8930000000000002E-3	8.9999999999999998E-4	3.1580000000000002E-3	1.884E-3	1.1999999999999999E-3	1.8500000000000001E-3	1.15E-3	HO complete TX fail	TTT0	TTT160	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	baseline	option1 with TTT=0	option2 with TTT=0	option3 with TTT=0	1.1000000000000001E-3	0	8.5999999999999998E-4	6.1799999999999995E-4	3.213E-4	2.0000000000000001E-4	5.2599999999999999E-4	5.3830000000000002E-4	5.0000000000000001E-4	4.6250000000000002E-4	2.3000000000000001E-4	RLF	TTT0	TTT160	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	baseline	option1 with TTT=0	option2 with TTT=0	option3 with TTT=0	0	4.0000000000000001E-3	0	0	0	0	0	0	0	0	0	



Ping-pong rate  

Ping-pong rate	TTT0	TTT160	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	Delay=0	Delay=10	Delay=20	baseline	option1 with TTT=0	option2 with TTT=0	option3 with TTT=0	0.55769999999999997	0.1143	0.74	0.73960000000000004	0.73019999999999996	0.74080000000000001	0.74250000000000005	0.745	0.73640000000000005	0.73829999999999996	0.73119999999999996	
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