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1	Overall description
RAN2 received an LS from CT1 asking about feasibility of the current NAS supervision timer in C1-215074: 
As the NAS supervision timers control triggering of NAS message re-transmission and determination of NAS procedure failure, updated timing for NAS message transport in AS compared to current NG-RAN needs to be considered. Therefore, CT1 would appreciate answers to the following questions:
· For all satellite access types (LEO, MEO, GEO) where AS timing is updated, what is the worst-case delay in AS for transport of NAS messages via satellite access, including potential delays due to GNSS fix acquisition:
1) For initial NAS messages in the UL direction;
2) For non-initial NAS messages in the UL direction; and
3) For NAS messages in the DL direction.
This was replied to by NR NTN in R2-2111612, where the values for the physical RTT is for LEO and GEO are also applicable for IoT NTN. 	Comment by Qualcomm-Bharat: What parts of it are applicable to IoT NTN is better to clarify.
IoT NTN RAN2 has evaluated the possible latencies in the 3 above cases with varying results depending on configuration and notes that it is difficult to converge on a set of numbers that balances worst case scenarios and reasonable configurations. The difference between NR and IoT is that the maximum transmission durations in the most extreme cases for a single PUSCH transmission can be more than 2 seconds and 40 seconds for LTE-M and NB-IoT respectively. While the NTN physical propagation delays are longer than in terrestrial networks, RAN2 notes that for GEO scenario the physical propagation delays only constitute roughly 10% andto 1% of the total transmission delay for eMTC and NB-IoT respectively for the most extreme transmission durations. 	Comment by Qualcomm-Bharat: Can you explain why max duration for NPDSCH is 20480ms and for NPUSCH is 40960 in your calculation? 	Comment by Ericsson - Jonas Sedin: NPDSCH: max_TTI x max_REP = 10 ms x 2048 = 20480 ms
NPUSCH: at 3.75 kHz BW the length of an RU is 32 ms, the largest number of RUs for a single repetition is 10 RUs, maximum number of repetitions are 128:
max_RU_length x max_RUs x max_REP = 32 ms x 10 x 128 = 40960 ms
Given this, RAN2 observes the following: 
· If the timers for terrestrial IoT are considered sufficient, then it is likely that the timers are sufficient for IoT NTN (eMTC and NB-IoT). 	Comment by Qualcomm-Bharat: I find it hard to understand. What is meant by “if the timers for terrestrial IoT are considered sufficient:?

Do you want to say that existing NAS timers range can cover the 10% more delays already, then impact of propagation delays does not need to be considered? If so please clarify, this will be up to CT1 to decide. 
Also, for initial access, impact of GNSS fix is also needed for CT1 to decide on NAS timers extension.	Comment by Ericsson - Jonas Sedin: This was the outcome of what was discussed in the online session. The point is that the physical propagation would only be a fraction of the delays as seen by NAS, so if the current timers are sufficient for terrestrial, then they should be sufficient for NTN. I get that we should not make a decision for CT1, but the alternative is to spend a lot of time on good assumptions for transmit durations and number of retransmissions to give them accurate numbers, which would be very time-consuming and a lot more complicated for IoT compared to NR. 
We did mention the impact of the GNSS fix below. 
· [bookmark: _GoBack]The analysis in R2-2111612, can be applicable to IoT NTN if few repetitions are considered. 	Comment by Nokia: But the timer values are already set based on highest repetitions. We suggest to remove this.	Comment by Huawei: agree with Nokia	Comment by Ericsson - Jonas Sedin: We are fine to remove, but generally very very confused by this comment and the addition of the “The analysis in R2-21… “ above. 
We do not see how the analysis in NR NTN can be applicable without making the comment that “if few repetitions are applied” since the analysis in NR NTN includes no repetitions. The numbers are not even close once you start introducing some repetitions.	Comment by Ericsson - Jonas Sedin: I see two options: 
1. Mention NR NTN analysis and say that it can be applicable if few repetitions are applied. 
2. Do not mention NR NTN analysis at all. 

In light of above comments, we think option 2 is the better option and made changes according to this. Let us know if you do not agree or have another way forward. 	Comment by IZZET SAGLAM: We prefer not mention NR NTN analysis.	Comment by Qualcomm-Bharat: But the RTT values for GSO and NGSO and number of retransmission (or retransmission factor or number of attempts) should be clarified if it is not applicable from R2-2111612.	Comment by Lenovo - Xu Min: We can accept the second option suggested by Ericsson.	Comment by Ericsson - Jonas Sedin: Qualcomm: I clarified on the physical RTT values above. Regarding the number of retransmissions, if we plug in the same amount of retransmissions as in R2-2111612 with the maximum transmissions, IoT would easily become larger than the timers, but this would not be because of the physical roundtrip times, but rather the excessive transmission durations that are already introduced for IoT and are probably not used in practice. 
Furthermore, similar to NR NTN the requirement is that UE shall have a valid GNSS position for synchronization to an NTN cell. This means that the UE might need to perform GNSS acquisition before initial access. In the absolute worst case, the acquisition of a GNSS fix can in a cold state take up to 100 s, from a warm state – 50 s and from hot start – 2 smight take up to 100 seconds depending on the state of the GNSS receiver. 	Comment by Nokia: Extension of timers by this large value is not acceptable. So we can also indicate that we can assume that UE implementations ensures presence of valid GNSS fix as pre-requisite to start NAS procedure.	Comment by Ericsson - Jonas Sedin: We see your point, but RAN2 cannot really decide on the duration of CT1 timers and CT1 did not request whether to extend their timers or not. I expect that they will try to not extend any timers and deal with the GNSS fix somehow, but it is not up to us. 	Comment by IZZET SAGLAM: Does IoT NTN need similar GNSS acquisition as  NR NTN?	Comment by Qualcomm-Bharat: Yes similar analysis in R2-2111612 for GNSS fix should be applicable to IoT NTN, otherwise sate hot, warm and cold state delays.	Comment by Ericsson - Jonas Sedin: We copied the same wording from R2-2111612
2	Actions
To RAN2 
ACTION: 	RAN2 asks CT1 to take the above aspects in to account in their work. 
3	Dates of next TSG RAN WG2 meetings
RAN2#117-e	21st February - 3rd March 2021	electronic meeting
RAN2#118-e	16th May – 27th May 	electronic meeting

