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1 Introduction
In [1] RAN3 informed RAN2 of several agreement that have been reached regarding inter-donor topology redundancy in the following two scenarios:
-	Scenario 1: the IAB is multi-connected with 2 Donors. 
-	Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.
RAN3 agreed several points related to BAP routing and bearer mapping between two topologies:
About BAP routing and bearer mapping between two topologies:
· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.
· The boundary IAB node belongs to two topologies of two donor CUs. 
· RAN3 has considered the following options for the BAP routing across two topologies, i.e.,
· Option 1: OAM based solution
· Option 3: routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)
· Option 4: BAP header rewriting based on BAP routing ID at, e.g., the boundary node
· Option 5: BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)

At RAN3#113e RAN3 reached the following agreements [2]:
One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
RAN3 assumes that the boundary node has only one BAP address in each topology.
RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.
For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.  

Furthermore, in RAN2#115e RAN2 agreed that [3]:
For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.
Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.
For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.
RAN2 to further discuss the open issues for inter-CU routing:
What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
How to differentiate the concatenated traffic and non-concatenated traffic;
How to determine whether a data should be delivered to upper layer (for downstream);
How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).
As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.
As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.


Post RAN2#115e, RAN2 conducted an e-mail discussion “[Post115-e][088][eIAB] inter-CU routing open issues” [4]. RAN2 discussed several issued related to inter-donor and routing and bearer mapping. In this paper we briefly discuss some aspects related to inter-donor and inter-topology routing and rerouting.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
In Option 4, the BAP address, BAP path ID and BH RLC CH IDs have local scope, and hence they can be reused in each topology. To enable inter-topology routing, the BAP routing ID carried on the BAP header is rewritten by the boundary node. The boundary node holds a mapping table, which maps the BAP routing ID of the PDU arriving from one topology to the BAP routing ID the PDU carries in the other topology. 
Figure 1 adopted from [5] illustrates how Option 4 is applied to several exemplary use cases. The boundary node has a mapping from UL BAP routing ID = (A3, Px) to UL BAP routing ID = (A1, Py) and from DL BAP routing ID (A5, Px) to DL BAP routing ID (A4, Py).
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Figure 1: Option 4 – BAP header rewriting based on BAP routing ID [x5] 

We assume that in the examples of figure 1, that connectivity of the boundary IAB node to the two donors is based on NRDC, as this is RAN3’s working assumption as the baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB donors [6]. With this in mind, we assume that donor 1 acts as the MN for the MT of the boundary IAB node, while donor 2 acts as the SN. In particular, we make the assumption that donor 1 configures the BAP layer the of the boundary node, which is consistent with DU3 being part of donor 1’s topology (e.g. donor 1 terminates F1-C for DU3).
To initiate the connectivity of the boundary IAB node to the topology of donor 2, MT3 may have reported appropriate measurements of some cell managed by DU2 to donor 1’s CU. The CU of donor 1 would then initiate a modified SN addition procedure towards the CU of donor 2. As part of this procedure donor CU 1 may indicate that MT3 is the MT of a IAB node and provide details of QoS requirements for BH RLC channels that it desires to route to MT3 via the IAB topology of donor CU 2. The details of this procedure are in the scope of RAN3, and therefore we need not speculate further on these details. The key issues from RAN2’s perspective is how the BAP Routing IDs are managed, and how the BH RLC channels are mapped at the boundary IAB node. We are also concerned with the configuration information to needs to be exchanged between the two IAB topologies to enable these mappings.
Donor CU 2 configures BH RLC channels at DU2 for MT3, allocates one or more BAP address(es) (e.g. A5) for IAB node 3 within donor 2’s topology, and configures any routing and bearer mappings needed by other nodes within its topology. In particular, donor CU 2 defines upstream (A1, Py) and downstream (A5, Px) routing paths for IAB node 3 within its topology. It provides this information to donor CU 1, along with the IDs of BH RLC channels configured at DU2 for IAB node 3.
Based on the information received from donor CU 2, donor CU 1 can update the configuration of the BAP routing and bearer mapping tables at IAB node 3, using appropriate F1-C procedures. For example, the configuration of IAB node 3 can indicate that packets addressed to upstream path (A3, Px) are subject to BAP header rewriting, and are accordingly remapped as BAP routing ID (A3, Px)  (A1, Py) for transfer in topology 2. Similar configurations of IAB donor 3 indicated that downstream packets addressed to (A5, Px) should be remapped as BAP routing ID (A5, Px)  (A4, Py) for routing in topology 1. Furthermore, IAB node 3 should be configured for the remapping of BH RLC channels between the two topologies.
Boundary Node BAP Processing
In [7] several issues related to boundary node processing for inter-donor routing were discussed. Several key challenges related boundary node processing were identified during the discussion:
· What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
· How to differentiate the concatenated traffic and non-concatenated traffic;
· How to determine whether a data should be delivered to upper layer (for downstream);
· How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).

The post RAN2#115e email discussion [4] four different approaches were proposed for boundary node BAP processing related to inter-donor routing:
Approach A: “Header rewriting for concatenated traffic” is performed first
1. Determine and perform Header rewriting for concatenated traffic, based on [consulting a table of routing IDs to be rewritten];
2. If not to be header rewritten, determination to deliver to upper layer;
3. Checking routing table specific for concatenated or non-concatenated traffic;
4. If inter-topology or inter-donor-DU re-routing is triggered, perform header rewriting for re-routing and select the next hop by looking-up the routing table with the new routing ID.
5. Mapping to BH RLC Channel
Approach B: “Determination to deliver to upper layer” is performed first
1. Determination to deliver to upper layer, based on [knowledge of source topology for the BAP packet, and matching IAB node’s address within given topology];
2. If [BAP packet is] not to be delivered to upper layer in downstream [or in upstream], determine and perform Header rewriting for concatenated traffic, [by consulting a table of routing IDs to be rewritten];
3. Checking routing table specific for concatenated or non-concatenated traffic;
4. If inter-topology or inter-donor-DU re-routing is triggered, perform header rewriting for re-routing and select the next hop by looking-up the routing table with the new routing ID.
5. Mapping to BH RLC Channel
Approach C: “Alternative boundary node modelling”
1. Determination to deliver to upper layer, based on the BAP address (same as Rel16);
2. If not to be delivered to upper layer, in both downstream and upstream, check the routing table to determine the next hop node (same as Rel16);
3. If the next hop node is not available perform re-routing to determine the new next hop node (same as Rel16);
4. If the next hop node is in the other topology (=concatenated traffic) or inter-donor-DU re-routing happens, perform Header rewriting; (new in Rel.17)
5. Mapping to BH RLC Channel
Approach D: “Flag in BAP header approach”
1. Determination to deliver to upper layer, based on the BAP address and the flag with “0” (backward compatible with Rel.16); 
2. If not to be delivered to upper layer, in both downstream and upstream, determine and perform Header rewriting for concatenated traffic, based on the flag with “1”; 
3. Checking routing table specific for concatenated or non-concatenated traffic; 
4. If inter-topology or inter-donor-DU re-routing is triggered, perform header rewriting for re-routing and select the next hop by looking-up the routing table with the new routing ID; 
5. Mapping to BH RLC Channel. 
 
It is appropriate for RAN2 to analyse the impact of these four approaches, and their potential impact to the BAP specification before a selection is made. We have the following observations regarding these four approaches to BAP layer processing at a boundary IAB node:
Observation 1: Approach A includes 2 BAP header rewriting steps (on the ingress, and on the egress for re-routed packets). Rerouted packets also undergo 2 routing steps. Selecting this approach would significantly complicate the BAP spec.
Observation 2: Approach B would result in the bifurcation of the BAP packet processing in the spec according to upstream and downstream directions. It is desirable to keep the spec as general as possible, and not introduce such complications if possible.
Observation 3: Approach C seems to result in the least impacts to the BAP specification, but it depends on defining 2 boundary IAB nodes (one for the downstream direction, and the second for the upstream direction). It seems that such an approach was not previously considered by RAN3.
Observation 4: Approach D explicitly addresses the determination of which packets the BAP layer should rewrite by including a flag in the BAP header. The result is that this approach is not constrained by backwards compatibility with Rel. 16, and hence is likely to be advantageous going forward towards future releases.
[bookmark: _Hlk85757967]Thus, we can see that each of the 4 approaches proposed has pros and cons. RAN2 should carefully consider these pros and cons before deciding on which approach to adopt for inter-donor and inter-topology routing in Rel. 17.
Observation 5: Each of the four approaches proposed in [4] has pros and cons.
Approach C would result in the least impact, and the least complications to the BAP spec. As such Approach C seems preferable given the limited time left to conclude IAB enhancements in Rel. 17. On the other hand, adopting Approach D would free BAP header rewriting from the constraints of backward compatibility to Rel. 16. As such, this approach might be advantageous from the perspective of flexibility going forward towards future releases.
Proposal: RAN2 should select either Approach C or Approach D for Boundary Node BAP processing
3 Conclusion
In this paper we briefly discussed some aspects related to inter-donor and inter-topology routing and rerouting. We have the following observations and a proposal:

Observation 1: Approach A includes 2 BAP header rewriting steps (on the ingress, and on the egress for re-routed packets). Rerouted packets also undergo 2 routing steps. Selecting this approach would significantly complicate the BAP spec.
Observation 2: Approach B would result in the bifurcation of the BAP packet processing in the spec according to upstream and downstream directions. It is desirable to keep the spec as general as possible, and not introduce such complications if possible.
Observation 3: Approach C seems to result in the least impacts to the BAP specification, but it depends on defining 2 boundary IAB nodes (one for the downstream direction, and the second for the upstream direction). It seems that such an approach was not previously considered by RAN3.
Observation 4: Approach D explicitly addresses the determination of which packets the BAP layer should rewrite by including a flag in the BAP header. The result is that this approach is not constrained by backwards compatibility with Rel. 16, and hence is likely to be advantageous going forward towards future releases.
Observation 5: Each of the four approaches proposed in [4] has pros and cons.

Proposal: RAN2 should select either Approach C or Approach D for Boundary Node BAP processing
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