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Introduction
In the RAN2#115-e meeting, MBS UP design including PTP/PTM switch and related service continuity issues, and the initialization of MBS bearer were discussed, following are the agreements made [1]:
For PTM PDCP state variables setting while configured, the SN part of COUNT values of these variables are set according to the SN of the first received packet (by the UE) and the HFN indicated by the gNB, if needed.
Initialize the PTM RLC entity for an MRB configuration, the value of RX_Next_Highest and RX_Next_Reassembly are set according to the SN of the first received packet containing an SN.
RLC state variables of PTP RLC reception window can be set to initial value, i.e. 0, due to MRB configuration.
A subsequent email discussion related to the remaining UP issue is carrier out, but there are still some controversial issues which seem it is difficult to reach a consensus regarding on such issues, e.g. PDCP initialization etc.. Hence, to progress the meeting, in this contribution, we aim to provide a convincing illustration on such issues and propose corresponding approaches.
Discussion
Initial HFN synchronization
Agreements related to the initial value of PTM PDCP state variables was made in last meeting, HFN could be indicated by the network:
	[bookmark: _Hlk83568785]For PTM PDCP state variables setting while configured, the SN part of COUNT values of these variables are set according to the SN of the first received packet (by the UE) and the HFN indicated by the gNB, if needed.



The main usages of HFN are for 1) security and 2) PDCP status report. 
MBS security issues are under SA3’s discussion, the latest progress in SA3[4] is that at least service layer based protection is needed, but whether service layer based solution is CP based or UP based hasnot been concluded. Moreover, whether to support transport layer based protection is still under discussion as well. 
Regarding  PDCP status report, FMC which indicates the COUNT value of the first missing PDCP SDU within the reordering window, i.e., RX_DELIV should be included in the PDCP status report. And as  mentioned above, MRB bearer type change may happen frequently within a cell, with PDCP status report, given this, a synchronized HFN between gNB and UE is necessary.
Three options of HFN indication by gNB are discussed in the email discussion:
-	Option 1: the initial value of HFN is indicated by RRC signalling, e.g. in the PDCP-Config IE.
-	Option 2: the initial value of HFN is indicated by a new PDCP control PDU.
-	Option 3: the initial value of HFN is indicated in the PDCP header of PDCP PDU.
For Option 1, the main controversy is that it may cause HFN de-sync issue, however, based on our analysis, this issue is not serious.
Table 1 shows two sets of figures from our real network, including two typical use cases, short video and gaming:
Table 1 Typical Use cases
	Use Case
	Download rate
	Packet size

	Short video
	1-5Mbps
	1400 byte

	Gaming
	50kbps
	500 Byte



In the short video case，there are almost 1-5 packets in 1ms, if HFN is indicated RRC signalling,  supposing the max re-transmission time is 3, it may cost at most 40ms, which means at most 4-19 packets are transmitted to UEs. And in the other case of gaming, at most 1 packet are transmitted to UEs. Considering the length of SN is 12/18 bits, HFN may increase every 4096/262144 packets, therefore, the probability of HFN de-sync may treat as a corner case. Figure 2 shows the potential HFN indicating time of these scenarios, during which packets may have HFN de-sync issue due to RRC signalling transmission, here, 12 bits SN is used. It could be found that the probability of HFN desynchronization may treat as a corner case.


Figure 1 Potential HFN desynchronization time in different scenario
Observation 1: HFN de-sync could be treated as a corner case.
Also, there could be HFN de-sync issues in unicast transmission, depicted in [3] as a note, and the issue is left to UE implementation.
	NOTE 1:	Associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.



For Option 2, it needs to specify a new PDCP control PDU, while Option 3 may cause extra overhead in PDCP header. 
Based on the analysis above, we think Option 1 is more suitable.
Proposal 1: The initial value of HFN is indicated by RRC signalling, e.g., in the PDCP-Config IE. 
Besides, in case a UE joins one MBS session while SN will wrap around, gNB could trigger PDCP status report for HFN synchronization check.
PDCP window initialization
For the initial value of the SN part of RX_NEXT in sidelink broadcast/multicast, it is configured as (x +1) modulo (2[sl-PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU. And similar way could be adopted for NR multicast.
Proposal 2: The initial value of the SN part of RX_NEXT of a MRB could be (x +1) modulo (2[PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU.
Regarding to RX_DELIV, considering the out-of-order delivery from RLC to PDCP, some company concerns that the packets with SNs sent before “the first packet” will be discarded by the UE even if they have been correctly received, and this will cause data loss [2].
	-	if RCVD_COUNT < RX_DELIV; or
-	if the PDCP Data PDU with COUNT = RCVD_COUNT has been received before:
-	discard the PDCP Data PDU;



Therefore, one way to solve this is proposed to set RX_DELIV to a value before RX_NEXT, e.g. the initial value of the SN part of RX_DELIV is (x – 0.5 × 2[PDCP-SN-Size–1]) modulo (2[PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU, which is similar to sidelink broadcast/groupcast.
Though the data loss issue could be relieved, it should be notice that, if RCVD_COUNT < RX_DELIV, t-reordering is triggered immediately.
	-	if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above), and RX_DELIV < RX_NEXT:
-	update RX_REORD to RX_NEXT;
-	start t-Reordering.



This may cause PDCP entity to wait to deliver the first package to the upper layer for a time of t-reordering after initialization, if the packets with SN< RX_NEXT is not received by UE, due to multicast is for a group of UEs. RAN2 is kindly asked whether this issue should be addressed.
[bookmark: _Hlk85128398]Proposal 3: RAN2 is kindly asked whether this issue should be addressed if it is agreed to set RCVD_COUNT < RX_DELIV.
Conclusion
In this contribution, we discussed PDCP status report related issues and PDCP initialization for a MRB, following are our observations and proposals.
Observations：
Observation 1: HFN de-sync could be treated as a corner case.
Proposals：
Proposal 1: The initial value of HFN is indicated by RRC signaling, e.g., in the PDCP-Config IE.
Proposal 2: The initial value of the SN part of RX_NEXT of a MRB could be (x +1) modulo (2[PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU.
Proposal 3: RAN2 is kindly asked whether this issue should be addressed if it is agreed to set RCVD_COUNT < RX_DELIV.
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