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Introduction

At RAN2#112e the following agreements on RLC and PDCP were made:
Agreements:
1. RLC t-Reassembly timer needs to be extended in NR-NTN.
1. There is no need to extend t-PollRetransmit Timer in NR-NTN.
1. There is no need to extend t-statusProhibit Timer in NR-NTN.
1. There is no need to extend RLC SN length in NR-NTN
1. There is no need to extend PDCP SN length in NR-NTN

At RAN2#113bis-e the following agreements on RLC and PDCP were made: 
Agreements:
1. The UE utilizes the t-Reassembly timer value that does not depend on the time-varying UE-gNB delay.
1. The value range of t-Reassembly shall be extended. The following set of values are possibly added for t-Reassembly timer: {ms210, ms220, ms340, ms350, ms550, ms1100, ms1650, ms2200}. Any other values are FFS.
1. The network can configure the values of PDCP discardTimer and PDCP t-Reordering timer greater than the RLC t-Reassembly timer.
1. Extend the range of the PDCP discardTimer and the PDCP t-reordering timer. One option is to enlarge the set of allowed values for the PDCP discardTimer and the PDCP t-reordering timer. The exact values FFS

At RAN2#114-e no agreements on RLC and PDCP were made. 

At RAN2#115-e [1] the following agreements on RLC and PDCP were made: 
Agreements:
1. Introduce a new t-ReassemblyExt-r17 IE, which is optional present for NTN network scenario.
1. Introduce a new discardTimerExt-r17 IE with a new value ms2000 and several spare bits for future extension. 
1. RAN2 consider not to extend PDCP t-Reordering timer or use several spare bits in legacy IE to add several greater values up to 4400ms.  

Discussion

In SA2, the following was agreed for a new 5QI value to support satellite connectivity[2]: 

	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	10
	Non-GBR
(NOTE 1)
	90
	1100ms
(NOTE 13)
(NOTE 17)

	10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.) and any service that can be used over satellite access type with these characteristics


NOTE 1:	A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.
NOTE 13:	A static value for the CN PDB of 20 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.
NOTE 17:	The worst case one way propagation delay for GEO satellite is expected to be ~270ms, ,~ 21 ms for LEO at 1200km, and 13 ms for LEO at 600km. The UL scheduling delay that needs to be added is also typically 1 RTD e.g. ~540ms for GEO, ~42ms for LEO at 1200km, and ~26 ms for LEO at 600km. Based on that, the 5G-AN Packet delay budget is not applicable for 5QIs that require 5G-AN PDB lower than the sum of these values when the specific types of satellite access are used (see TS 38.300 [27]). 5QI-10 can accommodate the worst case PDB for GEO satellite type.

It has been observed in [3] that “If HARQ is switched off, for RLC UM the gNB scheduler may lack adequate feedback for outer loop link adaptation.” however according to our analysis this may be only the tip of the iceberg.

23.501 [2] defines packet error rate as follows:

	[bookmark: _Toc20149817][bookmark: _Toc27846611][bookmark: _Toc36187739][bookmark: _Toc45183643][bookmark: _Toc47342485][bookmark: _Toc51769185][bookmark: _Toc83301720]5.7.3.5	Packet Error Rate
The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every 5QI the value of the PER is the same in UL and DL. For GBR QoS Flows with Delay-critical GBR resource type, a packet which is delayed more than PDB is counted as lost, and included in the PER unless the data burst is exceeding the MDBV within the period of PDB or the QoS Flow is exceeding the GFBR.




Typically, in order to achieve low packet error rate (e.g. in the order of 10-6 as required by the new 5QI value) a combination of fast feedback and error correction at HARQ with RLC AM is used. RLC AM corrects any residual errors leftover by HARQ. A reasonable BLER for a single HARQ transmission may be in the order of around 10% and after several HARQ retransmissions that can be brought down to 10-3 or 10-4 with RLC retransmissions finally providing a robust error correction to achieve the target packet error rate. RLC ARQ is more reliable than HARQ since RLC STATUS reports are also transmitted using HARQ even though the feedback loop is far slower taking into account the RLC RTT.

Observation 1: To achieve a packet error rate of 10-6 as required by 23.501 a combination of HARQ (with retransmissions) and RLC AM would be necessary.

RAN2 have already indicated to SA2 that the PER requirement is challenging in [4]. Even if SA2 were to relax the PER requirement it looks challenging to support a reasonable quality of service using UM RLC with HARQ retransmissions disabled entirely. While it may be possible to improve BLER of a single transmission at layer 1 by limiting throughput and e.g. transmission using a wider bandwidth UM RLC is typically suited to some services which can tolerate some packet loss, such as voice, removal of HARQ feedback due to the long propagation delays expected in NTNs means that reliability will suffer considerably and/or resource efficiency will suffer. 

Enabling HARQ feedback and retransmissions would clearly improve the reliability, and at least for some of the LEO cases the propagation delay could allow some HARQ retransmissions to be used in combination with RLC UM to support some streaming services. 

Observation 2: For LEO cases, HARQ feedback (e.g. with max. 2 or 3 retransmissions) with RLC UM may be suitable for use with some streaming services however may be unsuitable for other services.
 
However, for long propagation delays as expected in GEO cases it may not be possible to use HARQ feedback and retransmission for every RLC PDU because stalling would quickly occur at HARQ as processes would need to wait for considerably long times to receive the ACK/NACK feedback.

Observation 3: For GEO cases, use of HARQ feedback could cause stalling at HARQ, and with RLC UM this may not be suitable for use with any streaming or other services. 

One possible solution at least for GEO cases would be to use RLC AM as the primary error correction mechanism in the absence of HARQ feedback. However, this comes with it’s own set of problems which particularly with the longer propagation delays could result in even worse performance than UM RLC. The L2 buffer requirement is directly proportional to RLC RTT, which currently has a maximum value of 50ms (for 15kHz SCS). The L2 buffer requirement and RLC RTT is specified in [5] as follows:

	The required total layer 2 buffer size in MR-DC and NR-DC is the maximum value of the calculated values based on the following equations:
-	MaxULDataRate_MN * RLCRTT_MN + MaxULDataRate_SN * RLCRTT_SN + MaxDLDataRate_SN * RLCRTT_SN + MaxDLDataRate_MN * (RLCRTT_SN + X2/Xn delay + Queuing in SN)
-	MaxULDataRate_MN * RLCRTT_MN + MaxULDataRate_SN * RLCRTT_SN + MaxDLDataRate_MN * RLCRTT_MN + MaxDLDataRate_SN * (RLCRTT_MN + X2/Xn delay + Queuing in MN)
Otherwise it is calculated by MaxDLDataRate * RLC RTT + MaxULDataRate * RLC RTT.



	Table 4.1.4-1: RLC RTT for NR cell group per SCS
	SCS (kHz)
	RLC RTT (ms)

	15KHz
	50

	30KHz
	40

	60KHz
	30

	120KHz
	20






This RLC RTT assumes HARQ retransmissions for the reliable delivery of RLC STATUS reports, in order that the RLC transmit window can be advanced in time to prevent protocol stalling at RLC. Since RLC PDUs which have been transmitted but not acknowledged need to be stored in case a retransmission is needed, the buffer needs to be able to store PDUs of the maximum supported size for the duration of RLC RTT (i.e. this is the amount of data that can be transmitted and stored before a STATUS report corresponding to a poll is received). 

Even if we do not take into account HARQ retransmissions, the RTT for RLC would be at least 10 times that required by current UEs. This would imply that the data rate would have to be reduced to 10% of that which is supported by the UE category on a TN in order to operate within the existing memory requirements. 

For the worst case propagation delays, only one RLC retransmission would be possible before the packet exceeds the PDB, however since packets which are delayed more than the PDB are not counted towards the PER this may meet the PER requirement at the expense of severely limited throughput due to long retransmission times and frequent protocol stalling preventing new data to be transmitted – in other words, more packets may be lost overall compared to RLC UM due to exceeding the PDB.

Observation 4: Use of RLC AM with no HARQ retransmissions would result in severely limited data rates, very high L2 buffer requirement, and may still not be able to meet the QoS requirements.

Even reducing the data rate to 10% of what the category currently supports in TN does not take into account that protocol stalling would still occur frequently because there is no reliable transport of RLC STATUS reports (i.e. no HARQ retransmissions will result in RLC STATUS reports being dropped on occasion). Currently the L2 memory requirement is based on the assumption that the RLC Tx window can be reliably advanced (by reliable reception of STATUS reports) before protocol stalling occurs. If protocol stalling occurs due to a lost STATUS report, then no new data can be transmitted until either the duration of the RLC RTT (i.e. the time to poll for another STATUS report) or the time for the receiving RLC to trigger a new STATUS report after t-Reassembly and t-StatusProhibit expire.

Observation 5: Transmission of RLC STATUS reports without HARQ retransmissions risks frequent RLC protocol stalling even if memory is increased and/or throughput limited.

For Rel-17 it may be too late to solve all of these problems and we may have to accept that the only possibility is not to support RLC AM at all or to have limited support by e.g. limiting the throughput. For Rel-18 some enhancements are likely to be needed otherwise it looks impossible to support higher QoS services such as GBR. It is also not very clear that UM RLC can meet the current requirements, therefore we would suggest to discuss what is realistically achievable in Rel-17.


Proposal 1: RLC UM provides a best effort solution in Rel-17 which may not meet the QoS requirements in all cases even when HARQ retransmissions are enabled.

Proposal 2: RAN2 to discuss how to support RLC AM in Rel-17.
· RLC RTT value to be used in L2 buffer requirement calculations.
· Whether data rate limitation needs to be specified.
· How to minimise protocol stalling due to unreliable feedback.
· Whether RLC AM can meet the QoS requirements.


Conclusion
In this paper we have briefly explained some significant problems in RLC when there are long propagation delays, particularly with the support of AM RLC, regardless of the HARQ mode.

Observation 1: To achieve a packet error rate of 10-6 as required by 23.501 a combination of HARQ (with retransmissions) and RLC AM would be necessary.

Observation 2: For LEO cases, HARQ feedback (e.g. with max. 2 or 3 retransmissions) with RLC UM may be suitable for use with some streaming services however may be unsuitable for other services.

Observation 3: For GEO cases, use of HARQ feedback could cause stalling at HARQ, and with RLC UM this may not be suitable for use with any streaming or other services. 

Observation 4: Use of RLC AM with no HARQ retransmissions would result in severely limited data rates, very high L2 buffer requirement, and may still not be able to meet the QoS requirements.

Observation 5: Transmission of RLC STATUS reports without HARQ retransmissions risks frequent RLC protocol stalling even if memory is increased and/or throughput limited.
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· Whether RLC AM can meet the QoS requirements.
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