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In this paper, we propose a description of BAP operations to support the various cases considered for Release 17 (i.e. inter-topology routing, inter-topology re-routing, intra-topology inter-donor-DU re-routing), taking into account the recent RAN2/RAN3 agreements below:
RAN2 related agreements:
	· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.
· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.
· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.
· As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.
· As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.



RAN3 related agreements:
	· One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios
· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
· FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· RAN3 assumes that the boundary node has only one BAP address in each topology.
· RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.
· For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.





Discussion
Used Terminology
A boundary IAB-node is an IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU. 
For an IAB-node (including a boundary node), the IAB topology controlled by the terminating IAB-donor-CU refers to the primary topology (or MCG topology). For a boundary node, the IAB topology controlled by the non-terminating IAB-donor-CU refers to the secondary topology (or SCG topology).
For any IAB-node, the IAB topology associated to the ingress backhaul link on which a BAP data packet is received refers to the ingress topology, and the IAB topology associated to the egress backhaul link on which a BAP data packet is transmitted refers to the egress topology.

The BAP data packets that shall traverse a boundary node from one ingress topology to a different egress topology, represent a traffic in transit, or in short, transit traffic. The term transit traffic is equivalent to the term concatenated traffic that has been used in the past RAN2 discussions. Because of re-routing in a boundary node, it may happen that a BAP packet identified as transit traffic is finally routed to the same egress topology as the ingress topology. For the same reason, it may happen that a BAP packet not identified as transit traffic is finally routed to an egress topology different from the ingress topology in a boundary node. 
 
Working Assumptions
It is assumed that a boundary node has one BAP address for each topology, and that each IAB-donor-CU assigns IAB-nodes’ BAP address, BAP Routing IDs, and BH RLC channel IDs independently. Thus the same BAP address, BAP Routing ID, or BH RLC channel ID may be assigned in the two topologies. 
A BAP address should be intended to uniquely identify an IAB-node only. Thus, the destination BAP address of the BAP packet is not an alias different from the boundary node’s BAP address in the ingress topology. Therefore, a BAP packet for a transit traffic is received by a boundary node with a destination BAP address equal to the boundary node’s BAP address in the ingress topology.
The identification of transit traffic in a boundary node relies on dedicated path identifiers, referred to as transit path IDs, to be specifically used for routing BAP packets across two topologies. The standard may reserve a range of dedicated path IDs values for transit path IDs, or an IAB-donor-CU may allocate and define in a boundary node a set of transit path IDs values. Alternately, a flag within the BAP header (e.g. one of the reserved bit) may be used to identify a transit traffic.
Proposal 1a: The identification of transit traffic in a boundary node relies on dedicated path identifiers, referred to as transit path IDs, to be specifically used for routing BAP packets across two topologies.
Proposal 1b: A flag within the BAP header (e.g. one of the reserved bit) may be used to identify transit traffic.

In a boundary node, the identification of the ingress link on which a BAP data packet is received should also enable the identification of the ingress topology (primary/MCG or secondary/SCG).
For a boundary node, the BAP Routing ID mapping (or header rewriting configuration) indicates the topology (MCG/SCG) the previous Routing ID refers to, and indicates the topology (MCG/SCG) the new Routing ID refers to. This configuration table can be used both to rewrite the BAP headers for a transit traffic in a boundary node, and when it is required to rewrite the BAP headers for re-routing (towards a different Donor-DU) in any IAB-node. This configuration table can be used both for upstream and downstream routing and re-routing.
	Destination BAP Address
	Path ID
	Topology
	Destination BAP Address
	Path ID
	Topology


Figure 1 : Example of BAP Routing ID mapping
Proposal 2: For a boundary node, the BAP Routing ID mapping (or header rewriting configuration) indicates the topology the previous Routing ID refers to, and indicates the topology the new Routing ID refers to.

A boundary node is configured with separated routing configurations for the primary/MCG topology and for the secondary/SCG topology. Alternately, the unique routing configuration indicates for each entry the topology that the BAP Routing ID and the next hop BAP address (i.e. the egress link) refer to.
Proposal 3: A boundary node is configured with separated routing configurations for the primary/MCG topology and for the secondary/SCG topology.

For ingress to egress BH RLC channel mapping at a boundary node, it is required to indicate the egress topology associated with the next hop BAP address, and the ingress topology associated with the prior hop BAP address. Alternately, the BH RLC channel mapping configuration provides the mapping between (ingress link + ingress BH RLC channel ID) and (egress link + egress BH RLC channel ID), where each link is associated to a topology (primary/MCG or secondary/SCG).
	Next-hop BAP address
	egress-topology
	Prior-hop BAP address
	ingress-topology
	Ingress BH RLC channel ID
	Egress BH RLC channel ID


Figure 2 : Example of BH RLC channel mapping
Proposal 4: For ingress to egress BH RLC channel mapping at a boundary node, it is required to indicate the egress topology associated with the next hop BAP address, and the ingress topology associated with the prior hop BAP address.

For BAP data packets crossing a boundary node from an ingress topology different from the egress topology, if N:1 bearer mapping is applied on the ingress link, then N:1 bearer mapping shall also be applied on the egress link. A coordination between the IAB-donor-CUs is required to guarantee a consistent configuration of IAB-nodes in both topologies.
Proposal 5: For BAP data packets crossing a boundary node from an ingress topology different from the egress topology, if N:1 bearer mapping is applied on the ingress link, then N:1 bearer mapping shall also be applied on the egress link.

BAP operations
Based on the above definitions and assumptions, the BAP operations to handle a BAP data packet may be the following:

A non-boundary IAB-node first behaves as the Rel-16 specifications: determination of delivery to upper layers, checking the routing configuration. However, if no available egress link is identified with the routing configuration, then the IAB-node additionally checks the BAP Routing ID mapping (or header rewriting configuration) to find a new routing option through header rewriting. If one entry is found with the previous BAP routing ID matching the BAP routing ID in the packet header, then the IAB-node rewrites the header with the new BAP Routing ID and checks again the routing configuration. Finally, mapping to BH RLC channel is performed if an available egress link is identified.

In comparison, a boundary node behaves like non-boundary IAB nodes except that the boundary node has to take into account the topology and has to perform additional steps beforehand.
A boundary node shall first identify the ingress topology associated with the BAP packet to handle. This identification may be performed at the same time as the identification of the ingress link for a BAP packet received from lower layers. 
Then, a boundary node shall determine if the BAP packet is a transit traffic or not, based for instance on the identification of a transit path in the BAP header. If a transit traffic is identified, then the boundary node checks the BAP Routing ID mapping (or header rewriting configuration) to rewrite the BAP header. For that, the boundary nodes looks for an entry matching the ingress topology and the BAP Routing ID in the packet header. Also, with the BAP Routing ID mapping configuration, the boundary node shall identify the egress topology associated to the new BAP Routing ID.
For a non-transit BAP packet, the header is not rewritten and the egress topology is equal to the ingress topology. Then, the boundary node checks the delivery to upper layers. For that, the boundary node compares the destination BAP address with only one of its BAP addresses: the one associated with the egress topology of the BAP packet.
Proposal 6: A boundary node shall first identify the ingress topology associated with the BAP packet to handle. Then, a boundary node shall determine if the BAP packet is a transit traffic or not, based for instance on the identification of a transit path in the BAP header. If a transit traffic is identified, then the boundary node checks the BAP Routing ID mapping (or header rewriting configuration) to rewrite the BAP header. Then, the boundary node checks the delivery to upper layers.
If the packet is not to be delivered to the upper layers, the boundary node checks the routing configuration for the egress topology associated to the BAP packet. As for a non-boundary node, if no available egress link is identified with the routing configuration, then the boundary node additionally checks the BAP Routing ID mapping (or header rewriting configuration) to find a new routing option through header rewriting. If one entry is found with the couple (previous BAP routing ID and topology) matching the BAP routing ID in the header and the topology of the BAP packet, then the boundary node rewrites the header with the new BAP Routing ID, identifies the associated egress topology, and checks again the routing configuration for the identified egress topology. 
Finally, mapping to BH RLC channel is performed if an available egress link is identified, taking into account the ingress topology for the prior hop BAP address, and the egress topology for the next hop BAP address.

It can be noted that rewriting first the header in a boundary node avoids the use of alias BAP addresses for transit traffic, and it avoids a useless parsing of the routing configuration before rewriting. 
It can also be noted that the BAP operations may be described in a unified manner for non-boundary nodes and boundary nodes, considering that for non-boundary nodes, the egress topology is always equal to the ingress topology.

Conclusion
In this contribution, we have described BAP operations to support the various cases considered for Release 17 with the following proposals:
Proposal 1a: The identification of transit traffic in a boundary node relies on dedicated path identifiers, referred to as transit path IDs, to be specifically used for routing BAP packets across two topologies.
Proposal 1b: A flag within the BAP header (e.g. one of the reserved bit) may be used to identify transit traffic.
Proposal 2: For a boundary node, the BAP Routing ID mapping (or header rewriting configuration) indicates the topology the previous Routing ID refers to, and indicates the topology the new Routing ID refers to.
Proposal 3: A boundary node is configured with separated routing configurations for the primary/MCG topology and for the secondary/SCG topology.
Proposal 4: For ingress to egress BH RLC channel mapping at a boundary node, it is required to indicate the egress topology associated with the next hop BAP address, and the ingress topology associated with the prior hop BAP address.
Proposal 5: For BAP data packets crossing a boundary node from an ingress topology different from the egress topology, if N:1 bearer mapping is applied on the ingress link, then N:1 bearer mapping shall also be applied on the egress link.
Proposal 6: A boundary node shall first identify the ingress topology associated with the BAP packet to handle. Then, a boundary node shall determine if the BAP packet is a transit traffic or not, based for instance on the identification of a transit path in the BAP header. If a transit traffic is identified, then the boundary node checks the BAP Routing ID mapping (or header rewriting configuration) to rewrite the BAP header. Then, the boundary node checks the delivery to upper layers.
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