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Introduction
During RAN2#115-e meeting, topology-wide fairness, multi-hop latency and congestion mitigation were discussed and some agreements were made on LCG extension. On the other hand, the rescoping of RAN2-led WI objective on topology, routing and transport enhancements was discussed in RAN#93e meeting. And it was agreed that enhancements to improve topology-wide fairness and multi-hop latency to be deprioritized. And it was also agreed that RAN2-led efforts on enhancements to LCG-range extension, RLF indications and local rerouting to continue. The deprioritization of UL hop-by-hop flow control was discussed in RAN#93e meeting but no consensus was made. In this contribution, we first discuss the new MAC PDU format for extended long (truncated) BSR. And then we discuss the UL hop-by-hop flow control and provide our considerations. 
Discussion
New BSR format for long (truncated) BSR

During RAN2#115-e meeting, the following agreements were achieved on LCG extension. It was agreed that the length of LCG to be extended to 8 bits and the new short (truncated) BSR format is agreed. However, there is no conclusion on the new format for long (truncated) BSR. 
	The length of LCG to be extended to 8 bits (i.e., at most 256 LCGs).
New Short (Truncated) BSR format to specified that has a fixed size and consists of an 8-bit LCG ID field and an 8-bit Buffer Size field.


During RAN2#115e meeting, the following two options were proposed for long (truncated) BSR format: 

Option 1: it has a variable size and consists of 256 LCGi and the Buffer Size(s) fields as illustrated in Figure 1
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Figure 1: option 1 -  Extended Long BSR, Extended Long Truncated BSR
Option 2:  it has a variable size and consists of 8-bit LCG ID and 8-bit Buffer Size for each LCG as illustrated in Figure 2
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Figure 2: option 2 - Extended Long BSR, Extended Long Truncated BSR
In our view, the above two options are both workable. From the perspective of overhead, if the number of LCGs to be reported in the extended long (truncated) BSR is larger than 32, the overhead of extended long (truncated) BSR using option 1 is less than option 2. Otherwise, if the number of LCGs to be reported in the extended long (truncated) BSR is smaller than 32, option 2 would be more resource efficient. Assuming that the probability that the the number of LCGs to be reported in the extended long (truncated) BSR is larger than 32 would be higher, option 1 is preferred for the extended long (truncated) BSR. On the other hand, option 1 is more aligned with legacy long (truncated) BSR format. In a sum, option 1 is suggested to be adopted for the new format for Extended Long (Truncated) BSR. 

Observation 1: From the perspective of overhead, if the number of LCGs to be reported in the extended long (truncated) BSR is larger than 32, the overhead of extended long (truncated) BSR using option 1 is less than option 2.

Observation 2: If the number of LCGs to be reported in the extended long (truncated) BSR is smaller than 32, option 2 would be more resource efficient.

Observation 3: Assuming that the probability that the the number of LCGs to be reported in the extended long (truncated) BSR is larger than 32 would be higher, option 1 is preferred for the extended long (truncated) BSR. 

Observation 4: Option 1 is more aligned with legacy long (truncated) BSR format. 
Proposal 1: The following format is used for the extended long (truncated) BSR:
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UL hop-by-hop flow control
During RAN#93e meeting, the deprioritization of UL hop-by-hop flow control was discussed. 8 out of 10 companies supported to deprioritize the hop-by-hop flow control and 2 out of 10 companies would like to go with the “majority view”. However, no consensus was made on the deprioritization on the UL hop-by-hop flow control. 
In our view, the technical motivation is still not clear. As we discussed in Rel-16, congested IAB node DU may allocate the UL resources less than the amount of resource requested by child IAB MT. In this way, the IAB node DU could slow down the data rate of ingress bearer to match the data rate of egress bearer. We think the UL scheduling based back pressure mechanism is good enough to alleviate the short-term congestion. Even for the UL local rerouting purpose, there is no need to introduce UL hop by hop flow control since the IAB-MT is fully aware of the UL buffer status of its own and it could determine whether uplink congestion occurs and whether UL local rerouting is needed by itself. 

According to the summary [1], the following scenario (i.e. called scenario 1) was depicted by some company to illustrate the benefit of UL hop by hop flow control. It was declared that UL hop by hop flow control could be used to avoid data congestion, for the IAB node with dual parents but one of them is UL congested. In our view, IAB node 2 could trigger local re-routing based on existing back pressure mechanism (i.e. based on UL scheduling), which would be slightly later than in UL hop by hop flow control mechanism. So the benefit of introducing UL hop by hop flow control is limited compared to the specification impact it brings. 
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Figure 3: Scenario 1 for UL flow control feedback

Observation 5: Assuming UL local rerouting based on congestion needs to be supported, there is no need to introduce UL hop by hop flow control since the IAB-MT is fully aware of the UL buffer status of its own and it could determine whether uplink congestion occurs and whether UL local rerouting is needed by itself.
On the other hand, the following scenario (i.e. called scenario 2) was depicted by some company to illustrate the benefit of UL hop by hop flow control. In this scenario, IAB node 1 has a parent IAB node (IAB node 2) with two grandparent nodes (IAB node 3 and 4). It was claims that If only one of the grandparents BH links suffer congestion, parent IAB node 2 would stop scheduling UL to the child IAB node 1, which will have impacts on the available UL grandparent BH link (i.e. the backhaul link between IAB node 2 and IAB node 3). In our view, the issue stated above doesn’t exist. In scenario 2, assuming that UL local rerouting based on congestion needs to be supported, IAB node 2 could trigger the local rerouting from IAB-node 4 to IAB node 3 according to the UL buffer status of its own and there is no need to introduce UL hop by hop flow control.
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Figure 4: Scenario 2 for UL flow control feedback

Observation 6: Assuming UL local rerouting based on congestion needs to be supported, IAB node could trigger the local rerouting according to the UL buffer status of its own.
Proposal 2: Enhancements on UL hop-by-hop flow control feedback is deprioritized. 
Conclusion
In this contribution, we first discussed the new MAC PDU format for extended long (truncated) BSR. And then we discussed the UL hop-by-hop flow control. And we have the following observations and proposals:

Observation 1: From the perspective of overhead, if the number of LCGs to be reported in the extended long (truncated) BSR is larger than 32, the overhead of extended long (truncated) BSR using option 1 is less than option 2.

Observation 2: If the number of LCGs to be reported in the extended long (truncated) BSR is smaller than 32, option 2 would be more resource efficient.

Observation 3: Assuming that the probability that the the number of LCGs to be reported in the extended long (truncated) BSR is larger than 32 would be higher, option 1 is preferred for the extended long (truncated) BSR. 

Observation 4: Option 1 is more aligned with legacy long (truncated) BSR format. 

Observation 5: Assuming UL local rerouting based on congestion needs to be supported, there is no need to introduce UL hop by hop flow control since the IAB-MT is fully aware of the UL buffer status of its own and it could determine whether uplink congestion occurs and whether UL local rerouting is needed by itself.
Observation 6: Assuming UL local rerouting based on congestion needs to be supported, IAB node could trigger the local rerouting according to the UL buffer status of its own.
Proposal 1: The following format is used for the extended long (truncated) BSR:
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Proposal 2: Enhancements on UL hop-by-hop flow control feedback is deprioritized. 
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