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1 Introduction
During the Post-115e inter-CU routing e-mail discussion, several issues have been addressed. However, some of them may not be able to reach the conclusion. Thus, this contribution will try to address those undecided issues.  

2 Inter-topology routing 

· Issue 1: BAP operation in full picture (Header rewriting first vs. Delivery to upper layer first)

The following table shows the approaches listed during the e-mail discussion. 

	
	Approach A: Checking “Header rewriting for concatenated traffic” is performed first
	Approach B: Determination to deliver to upper layer” is performed first

	DL
	for any received data from inter-topology identified by the ingress link:
· At BAP RX side, the data is determined as to be header rewritten and forwarded to the TX side, if the routing ID in header matches any “previous routing ID” in the rewriting table. Otherwise, the data is delivered to upper layer.

· At BAP TX side, perform the header rewriting based on the configured rewriting table, and then perform routing and mapping to BH RLC CH
	for any received data from inter-topology identified by the ingress link:
· At BAP RX side, the data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured by CU2; otherwise, the data is determined as to be header rewritten and forwarded to the TX side.

· This requires that traffic not terminated at the boundary should not use the BAP address in header same as the boundary node BAP address configured by CU2.

· At BAP TX side, perform the header rewriting based on the configured rewriting table, and then perform routing and mapping to BH RLC CH.

	UL
	for any received data from lower layer:
· At BAP RX side, data will NOT be delivered to upper layer and will be forwarded to TX side, if routing ID in header matches any “previous routing ID” in the rewriting table or the BAP address in header does not match the boundary node BAP address (as in legacy).

· At BAP TX side, the data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.
	for any received data from lower layer:
· At BAP RX side, data will NOT be delivered to upper layer and will be forwarded to TX side, if the BAP address in header does not match the boundary node BAP address configured by CU1  

· This requires that traffic terminated at donor-DU should not use the BAP address in header same as the boundary node BAP address configured by CU1.

· At BAP TX side, the data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.


The above two approaches are different in the two following aspects:
· Which part of BAP (TX/RX) will use the header rewriting table?

· Approach A: both RX and TX should use header rewriting table, i.e., RX part for checking whether the packet is delivered to upper layer or TX part, while TX part for performing header rewriting operation

· Approach B: only TX part uses header rewriting table for performing header rewriting operation

· Which information in BAP header is used by RX part?

· Approach A: BAP routing ID 
· Approach B: BAP address

So, from the viewpoint of implementation, Approach A is more complex than Approach B since 1) header rewriting table should be used twice, and 2) header checking at the RX part needs taking both BAP address and path ID into account. On the contrary, Approach B can have a clear functional split between RX and TX part, i.e., header rewriting table related operations are completely located at the TX part. 
On the other hand, as indicated above, Approach B requires that the descendant nodes cannot use the BAP address of boundary node assigned by CU2 as “pseudo address”. This is true. However, it is not a big issue since in Rel-16 IAB, the IAB nodes under the same donor CU are assigned different BAP address. Meanwhile, the above table indicates that for upstream, the Approach B has addition requirement, i.e., “This requires that traffic terminated at donor-DU should not use the BAP address in header same as the boundary node BAP address configured by CU1”. This is an unnecessary requirement since the received traffic at the boundary node in upstream always belongs to CU1’s topology, and it will not be delivered to the upper layer.
Thus, we prefer to Approach B. Moreover, in Approach B, the behavior at the BAP TX side is the same for both downstream and upstream. While for RX side, we are considering a better description by not differentiating upstream and downstream. To achieve this, we think it is better to take the ingress topology (i.e., the topology where the received packets come from) into account. In particular, for DL, the ingress topology is either CU1’s topology or CU2’s topology (i.e., in case of topology redundancy, the IAB node can determine the received packet is from CU1 or CU2 based on the ingress cell group; in case of inter-donor migration/RLF recovery, the received packet is always from the topology of CU2) so that the boundary node should use the BAP address corresponding to the ingress topology to check whether delivering the packet to the upper layer. For example, if the ingress topology is CU1, then the BAP address assigned by CU1 is used, while if the ingress topology is CU2, then the BAP address assigned by CU2 is used; for UL, the ingress topology is CU1’s topology only, and the BAP address of boundary node assigned by CU1 is always used, and it is definitely different from the BAP address of received packet, which is the BAP address of donor DU1 of CU1. Thus, delivering packet to upper layer at upstream will not happen. In this sense, we have the following proposal
Proposal 1: the following approach is selected as the BAP operation, i.e., 
· At BAP RX side, the data is delivered to upper layer, if the BAP address in the header of received packet is same as the boundary node BAP address configured by CU of the ingress topology (DL: ingress topology can be either CU1’s topology or CU2’s topology; UL: ingress topology is always CU1’s topology); Otherwise, the data is determined to the TX side
· At BAP TX side, determine whether to perform header rewriting, and if applicable, perform the header rewriting based on the configured rewriting table if routing ID in header matches any “previous routing ID” in the rewriting table, and then perform routing and mapping to BH RLC CH. 
· Issue 2: BAP address for descendant node in CU2’s topology 
The proposal 1 indicates that the boundary IAB node addresses assigned by CU1 and CU2 are used to determine the packets terminated at the boundary node. For the packets terminated at the descendant node, the BAP address cannot be the same as the boundary node’s address. Thus, some “pseudo BAP address” different from the boundary node’s BAP address configured by CU2 can be used when transmitting packets terminating descendant nodes in downstream. 

Proposal 2: the packets terminated at descendant node(s) should add “pseudo BAP address” different from the boundary node’s BAP address configured by CU2. 
· Issue 3:  egress link determination
As indicated above, we think the BAP header rewriting should be the functionality of BAP TX part. Thus, after the header rewriting, the egress link can be determined based on the applicable routing table and mapping information. 

Proposal 3: the egress link is determined after header rewriting. 

· Issue 4: BAP rewriting for inter-topology re-routing 

In case of BH RLF, congestion, or type 2 indication, the egress link may be unavailable. In this case, the re-routing can be triggered. However, before that, we think the header rewriting operation for inter-topology routing should be performed first in order to determine the BAP routing ID used for the egress link. In particular, when the boundary IAB node receives a packet, it will first check whether header rewriting is needed or not. If needed, the boundary IAB node first update the BAP routing ID to the new one; if not needed, the previous BAP routing ID is kept. After that, the boundary node determines whether the egress link based on new BAP routing ID is available or not, and then determine to perform re-routing or not. Thus, we propose:
Proposal 4: the BAP rewriting for inter-topology re-routing is performed after the header rewriting operation for inter-topology routing (header is rewritten if applicable) has been carried out first

· Issue 5: configuration of routing table
During the e-mail discussion, the configuration is discussed to differentiate it between upstream and downstream. In Rel-16, the routing table and BH RLC channel mapping table can be applied to both DL and UL (no differentiation of DL and UL). It is better to keep such principle in Rel-17.  Moreover, in case of supporting multi-connectivity for IAB in future, the differentiation of DL and UL cannot be applicable. Thus, it is better to use a future-proof method. 
We understand that the routing table is used to determine the egress link of egress topology, and the BH RLC channel mapping table is used after determining the egress link. Thus, the routing table can be configured by differentiating the egress topology. In particular, two routing tables can be configured for CU1’s topology and CU2’s topology, respectively. If the boundary node determines that the packet should be transmitted in CU1’s topology, CU1’s routing table can be used; otherwise, CU2’s routing table can be used. 
Proposal 5: For the purpose of future-proof, there is no separate routing tables for upstream and downstream. 
Proposal 6: the separate routing tables can be configured by differentiating the applicable egress topology. 

· Issue 6: configuration of BH RLC channel mapping table

Similar to routing table, it is better to not differentiating upstream and downstream. Instead, the topology specific configuration would be more future-proof. In our understanding, the bearer mapping should differentiate the following cases:
1) From CU1’s topology to CU1’s topology, this is the legacy case

2) From CU1’s topology to CU2’s topology

3) From CU2’s topology to CU1’s topology 

Thus, the mapping configuration should be configured by differentiating ingress topology and egress topology.
Proposal 7: For the purpose of future-proof, there is no separate BH RLC channel mapping tables for upstream and downstream. 
Proposal 8: the separate BH RLC channel mapping tables can be configured by differentiating the ingress and egress topology. 

· Issue 7: configuration of header rewriting table 

As discussed above, both inter-topology routing and inter-topology re-routing needs the operation of header rewriting. The resultant issue is whether the two operations use the same or different header rewriting tables. In our understanding, re-routing happens when the egress link is unavailable, which is a temporary situation, in other words, the packet can be routed following the normal case in a short period (e.g., after RLF recovery, congestion resolved, etc). However, the inter-topology routing is a long-term case, which should have a relative stable configuration for a long period. Thus, the header rewriting for re-routing can be different from that for routing. For example, the header rewriting for re-routing can be configured to rewrite the headers of all packets with unavailable egress link and different BAP headers to a default header. 

Proposal 9: the separate header rewriting tables can be configured by differentiating inter-topology routing and inter-topology re-routing. 
For inter-topology routing, the header rewriting for the packets from CU1 topology should be different from those from CU2 topology. The reason is that both topologies may assign the same BAP routing ID for different packets. Thus, the header rewriting table for inter-topology routing should be configured by differentiating the ingress topology. Furthermore, once ingress topology is determined, the packets with header rewriting should have the egress topology different from the ingress topology. In other words, the packets without header rewriting operation should have the same egress topology as the ingress topology. 
Proposal 10: for inter-topology routing, the separate header rewriting tables should be configured by differentiating the ingress topology of the received packet. 
Furthermore, following the baseline in last RAN2 meeting, the header rewriting for inter-topology routing is from the “previous routing ID” to “new routing ID” by following 1:1 or N:1 mapping. It means that for the upstream, the header rewriting should be applied to all the packets with the same “previous routing ID”. In case of inter-donor topology redundancy, the CU1 may decide to offload some traffic with the same BAP routing ID. The current baseline (i.e., 1:1 and N:1 mapping) cannot support such case. Thus, we suggest to optionally consider the ingress BH RLC CH so that it can help the CU1 do the partial offloading to CU2. 

Proposal 11: for inter-topology routing,  the “previous BAP routing ID” + “ingress BH RLC CH” can be allowed for BAP header rewriting in upstream.  
For inter-topology re-routing, it can only happen for the upstream since all downstream packets are transmitted in the same egress topology, i.e., CU1’s topology. There are two cases for discussion:

· Case 1: before rerouting, the header rewriting for inter-topology routing is not needed

For this case, an example is that the upstream packet is routed to the CU1’s topology; however, due to unavailability of egress link, the packet should be rerouted to the CU2’s topology via header rewriting for rerouting. In this case, the rerouted packets contain the BAP header belonging to CU2’s topology. 

· Case 2: before rerouting, the header rewriting for inter-topology routing is needed and performed
For this case, an example is that the upstream packet is routed to the CU2’s topology via the header rewriting for inter-topology routing; however, due to the unavailability of egress link, the packet should be rerouted back to the CU1’s topology via header rewriting for rerouting. In this case, the rerouted packets contain the BAP header belonging to CU1’s topology. 
Apparently, the header rewriting configuration should be able to differentiate two cases. Similar to routing case, two tables can be configured by differentiating the ingress topologies, where for Case 2, the ingress topology for rerouting is the egress topology after header rewriting for inter-topology routing. 
Proposal 12: for inter-topology re-routing, the header rewriting table can be configured by differentiating the ingress topology, and in case of performing header rewriting for inter-topology routing beforehand, the ingress topology is actually the egress topology after header rewriting.
For configuration in header rewriting table for re-routing, one possible way is to indicate the “previous BAP routing ID” and “new BAP routing ID” for each entry, where “previous BAP routing ID” is the one from the ingress topology in above Case1, and the BAP routing ID after header rewriting in above Case 2. Another way is to only indicate a default “new BAP routing ID” applicable for all packets requiring re-routing. The reason is that the re-routing is to tackle with some temporary cases (e.g., RLF, congestion), and there is no need to differentiate different routes for the re-routed traffic; another reason is that if the topology used to transmit the re-routed packet only has one path towards the donor DU, there is no need to configure different “new BAP routing IDs”. 
Proposal 13: for inter-topology re-routing, the following options for header rewriting table configuration can be considered:
· Option 1: configure the rewriting from the “previous BAP routing ID” and “new BAP routing ID” for each entry, where “previous BAP routing ID” is the one in the received packet in case of no header rewriting before rerouting, and the BAP routing ID after header rewriting; 

· Option 2: configure a default new BAP routing ID for all traffic needing re-routing
3 Conclusions
In this contribution, we address open issues for inter-CU routing, and propose:
Proposal 1: the following approach is selected as the BAP operation, i.e., 

· At BAP RX side, the data is delivered to upper layer, if the BAP address in the header of received packet is same as the boundary node BAP address configured by CU of the ingress topology (DL: ingress topology can be either CU1’s topology or CU2’s topology; UL: ingress topology is always CU1’s topology); Otherwise, the data is determined to the TX side

· At BAP TX side, determine whether to perform header rewriting, and if applicable, perform the header rewriting based on the configured rewriting table if routing ID in header matches any “previous routing ID” in the rewriting table, and then perform routing and mapping to BH RLC CH. 
Proposal 2: the packets terminated at descendant node(s) should add “pseudo BAP address” different from the boundary node’s BAP address configured by CU2. 
Proposal 3: the egress link is determined after header rewriting. 

Proposal 4: the BAP rewriting for inter-topology re-routing is performed after the header rewriting operation for inter-topology routing (header is rewritten if applicable) has been carried out first

Proposal 5: For the purpose of future-proof, there is no separate routing tables for upstream and downstream. 
Proposal 6: the separate routing tables can be configured by differentiating the applicable egress topology. 

Proposal 7: For the purpose of future-proof, there is no separate BH RLC channel mapping tables for upstream and downstream. 
Proposal 8: the separate BH RLC channel mapping tables can be configured by differentiating the ingress and egress topology. 

Proposal 9: the separate header rewriting tables can be configured by differentiating inter-topology routing and inter-topology re-routing. 
Proposal 10: for inter-topology routing, the separate header rewriting tables should be configured by differentiating the ingress topology of the received packet. 
Proposal 11: for inter-topology routing,  the “previous BAP routing ID” + “ingress BH RLC CH” can be allowed for BAP header rewriting in upstream.  
Proposal 12: for inter-topology re-routing, the header rewriting table can be configured by differentiating the ingress topology, and in case of performing header rewriting for inter-topology routing beforehand, the ingress topology is actually the egress topology after header rewriting.

Proposal 13: for inter-topology re-routing, the following options for header rewriting table configuration can be considered:

· Option 1: configure the rewriting from the “previous BAP routing ID” and “new BAP routing ID” for each entry, where “previous BAP routing ID” is the one in the received packet in case of no header rewriting before rerouting, and the BAP routing ID after header rewriting; 

· Option 2: configure a default new BAP routing ID for all traffic needing re-routing
