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1 Introduction
Routing and re-routing issues have been discussed in previous RAN2 meetings. The topics include local re-routing, inter-donor-DU re-routing, inter-CU routing for topology redundancy, etc. 
In RAN2#115e, some agreements on (re-)routing are [1]:
· A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.

· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.

· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.

· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.

· RAN2 to further discuss the open issues for inter-CU routing:

What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
How to differentiate the concatenated traffic and non-concatenated traffic;

How to determine whether a data should be delivered to upper layer (for downstream);

How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).

· As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.

· As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.
Many further details are left for discussion on local re-routing, such as detailed triggers, how to select alternative routes, what can be configured by donor-CU and so on.
Inter-donor routing issues for topology redundancy and partial migration scenarios have been discussed in both RAN2 and RAN3. The BAP header rewriting based on BAP routing ID has been agreed. The details are still to be discussed, like how to set the destination BAP address, how to configure the routing ID mapping table at boundary node.

In this contribution, we would like to discuss these open issues on routing and re-routing.
2 Discussion 
2.1 Open issues on intra-donor local re-routing

Data rate variations on different routes can result in congestion on some routes even when other available routes to same destinations have capacity. In current specification, any given unit of data is committed to a single route. Even with multiple route choices, the lack of global information on re-routing restricts the routing flexibility to avoid congested paths or backhaul links with poor link performance.

Local routing refers to local decision making to re-route for the purpose other than RLF. Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries are already supported for re-routing at RLF in Rel-16. Therefore, local routing between IAB nodes can be fully supported with the introduction of enhancements (e.g., local routing priorities) for RLF recovery, congestion mitigation, and load balancing in Rel-17. It is important to work out what is decided locally and/or decided by the Donor CU. 
2.1.1 Triggered by flow control indication
RAN2 has agreed that a configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing. When a flow control feedback is received from a child node, indicating the congestion is happening at the child node, the local re-routing decision can be made. There can be two granularities of re-routing and the details can be follows:

•
If flow control feedback is per BH RLC channel and the available buffer size of a BH RLC channel is below a certain level, re-route DL traffic for BAP PDU that would be originally mapped to this BH RLC channel. 

•
If flow control feedback is per routing ID and the available buffer size of a routing ID is below a certain level, re-route DL traffic for BAP PDU with this routing ID in the BAP header.

For the re-routing triggered by per BH RLC channel flow control, the re-routing granularity is per BH RLC channel. However, we think the IAB node should choose egress BH RLC channel on another egress link. In another word, it is not suggested to use another BH RLC channel on the same egress link. The reason is that the congestion may be due to a bad link quality on the current egress link, and in addition the other BH RLC channel on the same egress link may not have the same QoS configuration as this BH RLC channel. The BH RLC channel mapping on different links is already (or should be) configured by donor-CU. The re-routing can still use the alternative routes configured by donor-CU, similar to per routing ID re-routing. In this way, the QoS parameters for re-routed data are consistent. In summary, we don’t break the BH RLC channel mapping configuration.
The trigger condition does not differentiate whether this flow control feedback is due to the buffer load exceeding a certain level or in response to the flow control polling.

Proposal 1: When IAB node receives a flow control feedback:

•
If flow control feedback is per BH RLC channel and the available buffer size of a BH RLC channel is below a certain level, re-route DL traffic for BAP PDU that would be originally mapped to this BH RLC channel. 

•
If flow control feedback is per routing ID and the available buffer size of a routing ID is below a certain level, re-route DL traffic for BAP PDU with this routing ID in the BAP header.
Proposal 2: For per BH RLC channel re-routing, a BH RLC channel on a different egress link is selected based on BH RLC Channel Mapping Configuration.
2.1.2 For uplink congestion mitigation
There is no uplink flow control for IAB network. Using uplink scheduling to do uplink flow control is not always workable. One reason is that holding uplink grants can only do flow control in a per node basis. It cannot do flow control per routing ID or per BH RLC channel. One approach to mitigate uplink congestion is to do local re-routing at the congested node, which is equivalent to load balancing. Instead of introducing uplink flow control indication, the congested node can do local re-routing based on its uplink buffer status. One of the following options can be used to trigger a local route re-selection: 

Option 1: if the available buffer size of the selected egress BH RLC channel on selected egress link is below a certain level, and the available buffer size of an egress BH RLC channel on another egress link is above a certain level. 

Option 2: if the available buffer size of a routing ID is below a certain level, and the available buffer size of another routing ID with the same BAP address is above a certain level.

For example, in Figure 2, IAB node2 re-routes UL traffic from path id #1 to path id #2 when the condition on the available buffer size in option 1 or 2 is met.
Proposal 3: Local re-routing can be used to mitigate uplink congestion by load balancing between egress links/BH RLC channels.
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Figure 1. Local re-routing for uplink congestion mitigation
2.1.3 Route selection

When any of the trigger conditions for local re-routing is met, and BAP routing ID selection is needed at IAB node, the BAP entity shall select an alternative path identity. Routing ID is chosen based on routing configuration provided by the IAB-donor-CU via F1AP signalling. We can add several information in the routing configuration message for each routing ID. This routing configuration message can reuse BAP MAPPING CONFIGURATION message (TS38.473). For every routing ID, there can be optional fields: priority, hops, and average delay.

‘Priority’ is the recommended priority by IAB-donor-CU. For example, a higher number indicates a better performance of this route perceived by Donor-CU. 

‘Hops’ represents the remaining number of hops towards destination indicated by BAP address in routing ID.

‘Average delay’ means the average end-to-end delay for this path observed by donor-CU or through other measurement or/and reporting means.

These additional information in the routing configuration can help IAB node make local decisions for route reselection. For uplink congestion scenario, routing ID selected should first meet the available buffer size requirement given in 2.1.2.
Proposal 4: Donor-CU can configure IAB-DU with additional information for each route, such as priority, number of remaining hops, average delay, etc.

2.1.4 Local decision or by donor-CU

Since donor-CU has more information over the whole topology, it is better that donor-CU has a higher authority over IAB nodes. Donor-CU can re-use ‘priority’ to indicate whether local routing is allowed. In detail, donor-CU configures a routing ID with a field ‘priority’. If this field is 0, it means that this routing ID can only be used at RLF, same behavior as in R16. If it is a number other than 0, it means the actual priority of this routing ID as described above. In this way, the donor-CU can even disable local re-routing for specific routing IDs, which increase the flexibility of routing management.

Available buffer size thresholds in all trigger conditions can be configured by donor-CU.
Proposal 5: Donor-CU can enable/disable local re-routing for each IAB-node on a per-routing ID basis.
2.2 Open issues on inter-donor (re-)routing
The purpose of inter-topology transport is how to achieve the BAP routing across two different topologies controlled by two donor-CUs without routing ID or BAP address collision. The expectation is that inter-donor BAP routing should solve the BAP address allocation problem without limiting the BAP address space controlled by each CU.
Figure 2 illustrates two inter-topology transport scenarios namely inter-CU topology redundancy and partial migration, which have been agreed by RAN3. In both scenarios, the routing across two adjacent topologies is realized via BAP header re-writing at boundary node, also known as BAP routes concatenation. In Figure 2, the yellow IAB nodes are all F1-terminated to donor-CU1 and the green IAB nodes are F1-terminated to donor-CU2. 
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a) Inter-CU topology redundancy                           b) partial migration
Figure 2. Inter-topology routing
2.2.1 What’s the BAP address added in BAP header in the first topology
A very important issue that has been left for discussion after last meeting is: what’s the BAP address added in BAP header in the first topology (i.e., the BAP address of ingress data at the boundary node)? If this issue is resolved, the rest of routing issues will become naturally clear. In our opinion, a virtual BAP address is used to avoid BAP address or path ID collision in two topologies. For both UL and DL, this virtual BAP address is a pseudo BAP address or an alias of the real destination used in the routing ID. It is only used in the first topology before BAP header rewriting and is oblivious to the real destination. 
In previous email discussions, other approach such as using boundary node’s BAP address as the destination BAP address in BAP header in the first topology was proposed by some companies. This approach has at least two drawbacks. Firstly, if the BAP address of boundary node is used in the BAP header in the first topology, then the path id will have to be used to differentiate between the concatenated traffic and non-concatenated traffic, which is not a good design since it deprives the original usage of path id. Secondly, the boundary node will have to check the Header Rewriting Configuration every time it receives a BAP packet downstream, since all packets have the same DESTINATION in BAP header. For packets that are intended to be passed to upper layer, this is a waste of time and will increase processing delay. On the contrary, using a virtual BAP address for the real destination will solve these two problems. 
If a virtual BAP address is decided to be used, other issues are easy to be resolved. For example, virtual BAP addresses (or corresponding routing IDs) can differentiate the concatenated traffic and non-concatenated traffic; boundary node’s own BAP address can determine whether a data should be delivered to upper layer (for downstream); virtual BAP addresses (or corresponding routing IDs) can determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).
Observation 1: Using boundary nodes’ BAP address in BAP header for concatenated traffic will limit the usage of path id and also increase processing delay.
Observation 2: Use of a virtual BAP address can resolve most routing issues at the boundary node.
Proposal 6: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

2.2.2 Routing ambiguity
For the inter-topology transport scenario in Figure 2a, IAB node 1 and IAB node 2 are configured by donor-CU1 and donor-CU2, respectively. Therefore, they may have the same BAP address, which leads to the BAP address collision between two parents. In the boundary node’s BH Routing Configuration, the “Next Hop BAP Address” will be ambiguous for upstream traffic. Another routing ambiguity happens that in upstream direction, routing ID for the first path (donor-CU1-configured) and the routing ID for the second path (after BAP header rewriting, donor-CU2-configured) may be the same. Furthermore, the routing ID for the second path (after BAP header rewriting, donor-CU2-configured) for upstream and the routing ID for downstream traffic in donor-CU1’s topology may be the same. This ambiguity also applies to partial migration scenario in Figure 2b. 
To solve the above routing ambiguity problems, the boundary node may select egress link for upstream traffic based on BAP header rewriting configuration and other information. That is to say, no routing table/entry is needed for upstream traffic at boundary node.

When a BAP packet is received upstream, the boundary node checks the BAP header rewriting configuration to determine whether the routing ID in BAP header is to be rewritten or not. If yes, select the egress link corresponding to the concatenated traffic. Otherwise select the egress link corresponding to the non-concatenated traffic. For inter-CU topology redundancy, the F1-terminating donor initiates traffic offload, and both MN and SN can be F1-termniating donor. That is to say, the egress link towards the F1-terminationg node is the non-concatenated while the egress link towards the non-F1-terminating node is the concatenated traffic. Based on RAN3 agreement “If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration”, the boundary node is able to derive the relation of egress link and the F1-terminating node.

Proposal 7: The boundary node selects egress link for upstream traffic based on BAP header rewriting configuration.
2.2.3 BAP header rewriting configuration ambiguity

BAP header rewriting configuration is needed for inter-topology transport scenarios in Figure 2. For uplink inter-donor-DU re-routing, the BAP header also needs rewriting for re-routing to a different donor-DU. As shown in Figure 3a, if IAB-MT3 detects SCG RLF, it may re-route upstream traffic to the MCG. The boundary node now faces a problem of whether to rewrite the previous routing ID to a new routing ID representing the second path or the first path. If one BAP header rewriting configuration table is used, there will be two entries with the same previous routing ID. Similarly in Figure 3b, IAB-MT3 may migrate back to IAB node 1, maybe owing to a RLF at IAB node 2. This partial migration revoke also triggers the UL inter-donor-DU re-routing hence a BAP header rewriting is needed. IAB node 3 will have the similar issue on the BAP header rewriting configuration ambiguity.
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a) RLF for inter-donor topology redundancy                     b) partial migration revoke
Figure 3. Inter-donor-DU re-routing
To address the above issues, separate BAP header rewriting configurations are necessary. One BAP header rewriting configuration is for inter-topology transport shown in Figure 2, and one BAP header rewriting configuration is for inter-donor-DU re-routing indicated in Figure 3. Note that Figure 3 does not illustrate all potential scenarios for inter-donor-DU re-routing.

Proposal 8: Two separate BAP header rewriting configurations are needed, one for inter-topology transport and one for inter-donor-DU re-routing.
2.2.4 Flow control indication delivered by boundary node
RAN2 has agreed that a configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing. And in Rel-16, the routing ID based flow control feedback is supported. It is supposed that when the flow control feedback with the available buffer size of a routing ID is below a certain level the routing ID can be considered as congestion and the egress link corresponding to the child node that delivers the flow control feedback is considered not available for the routing ID.
In inter-topology transmission, the boundary node concatenating traffic from/to different topologies belonging to different donor-CUs may also need to indicate the congestion status of a routing ID to parent node when the available buffer size of the routing ID is low. In downlink direction, within the boundary node, the routing ID of the concatenated traffic from the topology belonging to the second donor-CU (i.e., non-F1-terminated CU) should be rewritten to the new routing ID according to the inter-donor-CU Header Rewriting Configuration configured by the first donor-CU (i.e., F1-terminated CU). There is 1:1 mapping or N:1 mapping between the previous routing ID of the second donor-CU domain and the new routing ID of the first donor-CU domain according to the Header Rewriting Configuration. Therefore, the buffer for the previous routing ID and that for the relative new routing ID should be shared. 
Observation 3: The buffer for the previous routing ID and that for the relative new routing ID in the inter-donor-CU Header Rewriting Configuration should be shared.

The routing ID contained in the flow control feedback to the parent node for the second donor-CU should belong to the second donor-CU domain, otherwise, it is not understandable to the parent node. 
If the available buffer size of a routing ID belonging to the new routing IDs of the inter-donor CU Header Rewriting Configuration for DL is low, the related previous routing ID can be considered as congested by the parent node belonging to the second donor-CU. The boundary node should deliver a flow control feedback with the previous routing ID to the parent node belonging to the second donor-CU.
If the available buffer of a routing ID is low and there is no inter-donor CU Header Rewriting Configuration for DL or the routing ID is not among the new routing IDs in the configuration, the IAB-node should deliver the flow control feedback with that routing ID to the parent node belonging to the first donor-CU. 

Take Figure 4 for examples, IAB-node3 is the boundary node which has F1 connection with donor-CU1. Figure 4a is for the case of inter-topology redundancy while Figure 4b is for inter-donor-CU migration. In both cases, IAB-node 3 is configured to rewrite Routing ID#2 to Routing ID#3 according to the inter-donor-CU Header Rewriting Configuration for DL. When the available buffer of Routing ID#3 is low, IAB-node3 finds out that the previous routing ID for Routing ID#3 is Routing ID#2 and delivers a flow control feedback with Routing ID#2 to IAB-node 2 (parent node belonging to donor-CU2). 
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            Figure 4. Flow control feedback by boundary node
Proposal 9: If the available buffer size of a routing ID among the new routing IDs in the inter-donor CU Header Rewriting Configuration for DL is low, the IAB node:

· Look up the previous routing ID rewritten by this routing ID in inter-donor CU Header Rewriting Configuration.
· Deliver the flow control BAP PDU containing the buffer size of this routing ID as well as the previous Routing ID to the egress link corresponding to the second donor-CU.

Proposal 10: If the available buffer of a routing ID is low and there is no inter-donor-CU Header Rewriting Configuration for DL or the routing ID is not among the new routing IDs in the configuration, the IAB-node delivers the flow control BAP PDU containing that routing ID to the egress link corresponding to the first donor-CU.
2.2.5 Type 2 RLF indication delivered by boundary node
In the email discussion during the last RAN2 meeting[2], the routing ID level type-2 RLF indication is proposed by many companies. Dual-connected IAB-node with only one link in RLF can send a type-2 RLF indication to the child node and local re-routing can be triggered on the child node for the indicated routing ID towards the egress link to the IAB-node. For details, the egress link corresponding to the link from which the type-2 RLF indication is received is considered not available for the indicated routing ID.
In inter-topology transmission, the boundary node concatenating traffic from/to different topologies belonging to different donor-CUs may also need to send type-2 RLF indication to child node for the failure on one of the two radio links. 

The routing ID in the RLF indication to child node should belong to the first donor-CU domain, otherwise, it cannot be recognized. 
If RLF is detected on the link corresponding to the second donor-CU, the boundary node should first determine the routing ID affected and look up the previous routing ID rewritten by this routing ID according to the inter-donor-CU Header Rewriting Configuration for UL. Then the boundary node includes the previous routing ID in the type-2 RLF indication to child node.
If RLF is detected on the link corresponding to the first donor-CU, or the inter-donor-CU Header Rewriting Configuration for UL is not configured, the IAB-node determines the routing ID affected then includes the routing ID in the type-2 RLF indication to child node.

For example, in Figure 5, IAB-node3 is the boundary node which has F1 connection with donor-CU1. IAB-node 3 is configured to rewrite Routing ID#3 to Routing ID#2 according to the inter-donor-CU Header Rewriting Configuration for UL. When the link with IAB-node 2 is in RLF, IAB-node 3 determines that Routing ID#2 is affected and finds out the previous Routing ID of Routing ID#2 is Routing ID#3. IAB-node 3 can deliver a RLF indication with Routing ID#3 to IAB-node 4.
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Figure 5. Type-2 RLF indication by boundary node
Proposal 11: If RLF is detected on the link corresponding to the second donor-CU, the boundary node: 

· Determine the Routing ID affected.

· Look up the previous routing ID rewritten by the routing ID affected by the RLF link by the inter-donor-CU Header Rewriting Configuration for UL.

· Deliver the type-2 RLF indication including the previous routing ID to child node. 

Proposal 12: If RLF is detected on the link corresponding to the first donor-CU, or the inter-donor-CU Header Rewriting Configuration for UL is not configured, the IAB-node determines the routing ID affected and includes the routing ID in the type-2 RLF indication to child node.

3 Conclusion

In this contribution we discuss on several open issues on (re-)routing and have the following proposals: 
Local re-routing:

Proposal 1: When IAB node receives a flow control feedback:

•
If flow control feedback is per BH RLC channel and the available buffer size of a BH RLC channel is below a certain level, re-route DL traffic for BAP PDU that would be originally mapped to this BH RLC channel. 

•
If flow control feedback is per routing ID and the available buffer size of a routing ID is below a certain level, re-route DL traffic for BAP PDU with this routing ID in the BAP header.

Proposal 2: For per BH RLC channel re-routing, a BH RLC channel on a different egress link is selected based on BH RLC Channel Mapping Configuration.
Proposal 3: Local re-routing can be used to mitigate uplink congestion by load balancing between egress links/BH RLC channels.

Proposal 4: Donor-CU can configure IAB-DU with additional information for each route, such as priority, number of remaining hops, average delay, etc.

Proposal 5: Donor-CU can enable/disable local re-routing for each IAB-node on a per-routing ID basis.
Inter-donor (re-)routing

Observation 1: Using boundary nodes’ BAP address in BAP header for concatenated traffic will limit the usage of path id and also increase processing delay.

Observation 2: Use of a virtual BAP address can resolve most routing issues at the boundary node.
Proposal 6: A virtual BAP address is used for the real destination in the routing ID before BAP header rewriting.

Proposal 7: The boundary node selects egress link for upstream traffic based on BAP header rewriting configuration.

Proposal 8: Two separate BAP header rewriting configurations are needed, one for inter-topology transport and one for inter-donor-DU re-routing.
Proposal 9: If the available buffer size of a routing ID among the new routing IDs in the inter-donor CU Header Rewriting Configuration for DL is low, the IAB node:

· Look up the previous routing ID rewritten by this routing ID in inter-donor CU Header Rewriting Configuration.

· Deliver the flow control BAP PDU containing the buffer size of this routing ID as well as the previous Routing ID to the egress link corresponding to the second donor-CU.

Proposal 10: If the available buffer of a routing ID is low and there is no inter-donor-CU Header Rewriting Configuration for DL or the routing ID is not among the new routing IDs in the configuration, the IAB-node delivers the flow control BAP PDU containing that routing ID to the egress link corresponding to the first donor-CU.
Proposal 11: If RLF is detected on the link corresponding to the second donor-CU, the boundary node: 

· Determine the Routing ID affected.

· Look up the previous routing ID rewritten by the routing ID affected by the RLF link by the inter-donor-CU Header Rewriting Configuration for UL.

· Deliver the type-2 RLF indication including the previous routing ID to child node. 

Proposal 12: If RLF is detected on the link corresponding to the first donor-CU, or the inter-donor-CU Header Rewriting Configuration for UL is not configured, the IAB-node determines the routing ID affected and includes the routing ID in the type-2 RLF indication to child node.
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