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Introduction 
This paper discusses two issues on RACH partitioning: how to select a RACH partition and fallback between RACH partitions. 
Discussion
Selection between RACH partitions
It was a common understanding in the discussions at RAN2#115-e that a RACH partition may include multiple RACH features and a RACH feature can be included in multiple RACH partitions. Then it is to be discussed whether the selection criterion for a RACH feature (e.g. RSRP threshold for two-step RACH) is configured per feature (i.e. the same criterion is applied across all RACH partitions) or can be specific to each RACH partition. 
We think there are use cases which require the latter option (i.e. specific to each partition). For example, different slices may have different coverage/reliability requirements and hence it is beneficial to allow different slices to have different RSRP thresholds for requesting coverage enhancement. Another example is preamble group B. Then the threshold for signaling group B preambles should be different depend on whether it is configured with coverage enhancement or not. 
Proposal 1.	Selection criterion for each RACH feature is configured per partition instead of per feature.
If multiple RACH features are configured in a RACH partition, then it is natural to require that UE is eligible to use a RACH partition only if it meets the criterion of all RACH features configured in that partition.  
Proposal 2.  	UE is eligible to use a RACH partition only if it meets the selection criterion of all RACH features configured in that partition.
It is possible that UE may meet the criteria for more than one partitions. For example, suppose a UE triggers a RACH procedure due to data arrivals for slice #1, and the network has configured only two RACH partitions: 1) 4-step RACH for slice #1; 2) 2-step RACH for SDT. Then the UE has to decide whether to use RACH partition #1 or #2.
We do not think this decision should be completely left to UE implementation. For example, that may prevent network from accurately estimate access load by different types of UEs and/or events. Or if different UE implementations prioritize different features differently, that could lead to different RACH performance among different UEs. Therefore, we think it is more sensible for all UEs to follow a specified rule for their selection in RACH partitions.
Furthermore, we think it is better to specify this rule in specifications than broadcast in system information, for the following reasons. First, the relative priorities between different RACH features are quite static and do not have to vary across cells. Second, signaling this rule in system information adds extra overhead to SIB1.      
Proposal 3. 	If UE meets criteria of multiple RACH partitions, UE should follow a pre-defined rule to determine which one to use.
We observe that there are already some selection rules in legacy RACH procedures. For example, before UE starts a RACH procedure, it first has to select whether to use NUL or SUL, if the latter is configured. Among the rest of RACH features, we make the following observations:
· If there are RACH partitions that are specifically configured for RedCap UEs, then a RedCap UE should select them before evaluating any other RACH features, since network handles RedCap UEs differently and use those dedicated PRACH resource to identify RedCap early;
· Among the remaining RACH features (i.e. slicing, RA type, coverage enhancement, SDT, preamble group A/B), we think slicing should be considered before others. This is because if network configures dedicated PRACH resources for a particular slice, it wants to ensure differentiated/prioritized handling for all RACH procedures treated for that slice; 
· Among RA type, coverage enhancement, SDT and preamble group A/B, we think RA type should be selected before the other three features, because coverage enhancement, SDT and preamble group A/B are all configured on top of a RA type (4-step or 2-step);
· Among coverage enhancement, SDT and preamble group A/B, we think preamble group A/B should have lower priority, because it works with both coverage enhancement and SDT. 
Based on the above analysis, we can conclude the order for UE’s selection among RACH partitions should be the following (in decreasing order): uplink selection, UE type, slicing, RA type, coverage enhancement or SDT, then preamble group A/B. 
In implementation, UE may execute the following steps to apply the above selection rule:
1. Start with all configured partitions. And from the ordered list of RACH features, start from the one with the highest order;
2. Determine if the RACH feature selected for this step is one of the triggers for the RACH procedure or UE is eligible to use. If it is not, try the next RACH feature in the list; otherwise, among the partitions selected for this step, select those that include this RACH feature and then perform Step 3;
3. Among the partitions selected for this step, select those that UE meets the criteria of all its RACH features. In addition, select the next RACH feature on the list. Then repeat Step 2. If UE does not meet criteria of any partitions selected for this step, or all RACH features in the list has been evaluated, stop.
Proposal 4.	When selecting among multiple RACH partitions, UE should apply the following decreasing order among RACH features: 
UL selection (SUL vs NUL), UE type (RedCap vs non-RedCap), slicing, RA type (2-step vs 4-step), coverage enhancement or SDT, preamble group A or B.
Fallback between RACH partitions
In RAN2#115-e, companies discussed fallback options for slice specific 2-step RACH in the Slicing WI. The following working assumptions were made:
	6  For RACH type selection, UE first selects between slice-specific and common RACH, then selects between 2-step and 4-step.
9  The following fallback case is supported:
–	Fallback case 2: Fallback from 2-step slice specific RACH to 4-step common RACH, if 4-step slice specific RACH is not configured.
10 The following fallback cases are not supported in this release:
–	Fallback case 1: Fallback from 4-step slice specific RACH to 4-step common RACH
–	Fallback case 3: Fallback from 2-step slice specific RACH to 2-step common RACH, if neither 4-step slice specific RACH nor 4-step common RACH is configured
6, 9, 10 will be aligned to the common RACH partitioning discussion decisions


We believe that the above set of working assumptions are in line with the existing agreements made in the Unified RACH Partitioning WI. We hence suggest RAN2 to confirm them:
Proposal 5. 	RAN2 agree the working assumptions made in the Slicing WI regarding fallback for slice-specific 2-step RACH. 
There can be two reasons for a failed RACH: 1. There are too much contention; 2. Degrading link quality during RACH. Since UE reselects preamble before each retransmission and apply randomized backoff (if signalled by network), contention likely will go away or alleviated after a few retransmissions. Otherwise, i.e. RACH failure persists, then it is likely because UE has a poor/degrading link. 
Coverage enhancement by Msg3 repetition is introduced in Rel-17. Repetition for Msg3 PUSCH can help increase UE’s link budget and improve the chance of success for its RACH. Therefore, if UE experiences persistent RACH failure, it makes more sense for UE to request coverage enhancement (i.e. fallback from legacy 4-step RACH to coverage enhanced RACH) than keeping trying the same thing until triggering radio link failure.
Proposal 6. 	UE can fallback from 4-step RACH to coverage enhanced RACH, after failing a configured number of contention resolution and meeting the RSRP requirement of coverage enhanced RACH.
In the two fallback scenarios discussed above, it is possible that the original RACH feature and the RACH feature to which UE falls back may not be configured in the same RACH partition. Therefore, when fallback is triggered, UE should reselect a RACH partition among those containing the target RACH feature.
Proposal 7.  When UE falls back from one RACH feature to another, it performs a new round of RACH partition selection among those that contain the fallback RACH feature.
On-demand RACH partitions
It is resource expensive to configure many RACH partitions, especially when access load for a particular RACH partition is low. On the other hand, if a RACH partition for a particular combination of RACH features is not configured, it would be difficult for network to estimate how many UEs can benefit from that RACH partition, because those UEs would have used other RACH partitions. For this reason, we think it may be worth considering on-demand configuration of RACH partitions. 
In such schemes, similar to on-demand system information, network may advertise the set of RACH partitions that it supports but do not have any PRACH resources allocated for them yet. Those RACH partitions are denoted as on-demand RACH partitions (ODRP). If a UE meets the criteria of the RACH features associated with an ODRP, it may perform its RACH procedure in two steps:
· UE first uses legacy RACH procedure to indicate which ODRP it wants to use. This indication can be signalled by on either Msg1 or Msg3, as in legacy on-demand system information request. In Msg2 or Msg4, network provides the configuration information of the requested RACH partition.
· UE then performs RACH procedure over the RACH partition it requested in the previous step.
Such an enhancement can improve the efficient use of PRACH resources. On the other hand, it may increase the access latency of using certain RACH features. Moreover, it is not clear at this stage whether there is enough TUs in R17 to support its study. 
Proposal 8. 	Discuss whether to support on-demand configuration of RACH partitions in R17.   
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:

Selection between RACH partitions
Proposal 1.	Selection criterion for each RACH feature is configured per partition instead of per feature.
Proposal 2.  	UE is eligible to use a RACH partition only if it meets the selection criterion of all RACH features configured in that partition.
Proposal 3. 	If UE meets criteria of multiple RACH partitions, UE should follow a pre-defined rule to determine which one to use.
Proposal 4.	When selecting among RACH partitions, UE should apply the following decreasing order among RACH features: 
UL selection (SUL vs NUL), UE type (RedCap vs non-RedCap), slicing, RA type (2-step vs 4-step), coverage enhancement or SDT, preamble group A or B.
Fallback between RACH partitions
Proposal 5. 	RAN2 agree the working assumptions made in the Slicing WI regarding fallback for slice-specific 2-step RACH. 
Proposal 6. 	UE can fallback from 4-step RACH to coverage enhanced RACH, after failing a configured number of contention resolution and meeting the RSRP requirement of coverage enhanced RACH.
Proposal 7.  When UE falls back from one RACH feature to another, it performs a new round of RACH partition selection among those that contain the fallback RACH feature.
On-demand RACH partitions
Proposal 8. 	Discuss whether to support on-demand configuration of RACH partitions in R17.   
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