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[bookmark: _Ref503504522]Introduction
During last meetings, RAN2 tried to address the following objective from the Rel-17 IIoT WI:
5. RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 
The agreements are listed in Annex A for reference. In this document, we highlight how the proposed solution is not effective in addressing survival time stringent use cases, and how ST support can be addressed more effectively without standardization effort and additional UE impact.
Discussion
ST Feature requirements
Performance requirements
The performance requirements RAN2 agreed to consider are as follows:
[image: ]
RAN2 already considered very similar requirements during Rel-16 IIoT SI (only change being service area size/UE speed), and asked RAN1 for performance analysis in LS R2-1816043, which was answered in LS R1-1901470. 
In R2-1816043, RAN2 was stating " It is RAN2 understanding that as part of L1 URLLC enhancements RAN1 is already evaluating NR towards 1ms latency and 10-6 reliability targets. RAN2 would like to indicate that reliability targets going beyond 99.9999% can be achieved by higher layer redundancy (e.g. with PDCP packet duplication it is possible to reduce it in case both links operate with the same reliability, i.e. if two links operate with 10-4 reliability in PHY/MAC layer, then it is possible to achieve 10-8 reliability for a transmission on PDCP layer). RAN1 does not have to analyze more stringent requirement or study solutions to address those. "
From 22.261, survival time is the time that an application consuming a communication service may continue without an anticipated message.
The survival time being equal to the transfer interval, the communication service is unavailable as soon as 2 consecutive packets are lost. Conversely, as long as there are no consecutive errors, the communication service is available. The communication service unavailability (CSU=1-CSA) ranges from 10-5 to 10-7 for 500us case, and 10-6 to 10-8 for 1ms and 2ms case. 
If packet errors are uncorrelated in time, a CSU of 10-8 can be achieved with a reliability (PER) of 10-4, as also stated in 22.104 Table 5.1-1. However, this is an unrealistic assumption for a single radio link. If errors are correlated in time, e.g. if they always occur in pair, then CSU=PER=10-4.
During Rel-16 IIoT SI, as can be seen in the LS, the assumption was that PDCP duplication can increase reliability from 10-n to 10-2n, using 2 (uncorrelated) links with reliability 10-n. 
[bookmark: _Ref79056481]Observation: Rel-16 IIoT SI assumed PDCP duplication with both links uncorrelated
Using PDCP duplication can increase PER hence CSU to 10-8, which indeed fulfills the CSA performance requirement.
[bookmark: _Ref79098145]Observation: Rel-16 IIoT SI concluded that performance requirements could be achieved with PDCP duplication
WID Problem statement
As it can be seen, the performance requirements to achieve are not new in Rel-17. They were already part of Rel-16, and already concluded to be achievable with PDCP duplication. 
What is new in Rel-17 is only the fact that additional QoS parameters (such as survival time) are added to TSCAI and sent to RAN, which allows for RAN enhancements if desired/required.
The Rel-16 solution relies on duplication being activated all the time. This leads to a lot of resource waste. Enhancements can be e.g. how to limit the usage of radio resource while still fulfilling the performance requirements.

ST support proposal (uncorrelated carriers case)
If RAN knows that ST is configured for a given flow, it can configure resources for that flow such that the risk of consecutive failures is minimized. If 2 carriers are available, the gNB can use CA as follows:


Figure 1 - Alternated CC allocations

With RAN2 assumption (already used for PDCP duplication) that both links are not corelated, a PER of 10-4 leads to a CSU to 10-8, i.e. CSA requirement can be reached without using PDCP duplication. 
[bookmark: _Ref79096616]Observation: With uncorrelated links assumption, CSA requirement is reached by alternating CC allocations
It can be argued that CC1 may be "blocked", leading to every second packet transmission failure. However, as long as at least every second packet on the other carrier is successfully transmitted, the CSA requirement is met. What is needed is at least one packet successfully transmitted within survival time (which is then reset).
Note that this already assumes the most stringent case where ST is equal to the transfer interval. An ST equal to x transfer intervals means that the communication service is unavailable when x+1 consecutive packets are lost.
[bookmark: _Ref85750616]Observation 1: gNB implementation can use ST info to alternate CC allocations (no duplication/no spec impact)
This scheme could be used also for DC assuming PDCP routing for a split bearer takes into account future allocation (i.e. PDCP routes packets to the leg with earlier grant). That would be a simple update, though not required as CA should be enough in the context of TSN (DC would introduce additional backhaul delays on NW side).

RAN2 problem statement
The (implicit) issue addressed by RAN2 is slightly different: it considers how to enhance transmission reliability during survival time (which is entered upon failure of transmission of packet N), e.g. by using PDCP duplication.
This is an overkill problem statement as what is required for ST support is not to blindly enhance transmission reliability during survival time. What is required is to avoid consecutive packet losses, e.g. if packet N is lost, avoid loss of packet N+1. 
For that purpose, alternated carriers allocation ("frequency hopping") is already enough when carriers are independent as shown earlier. E.g., it can be questioned how much useful the transmission of packet N+1 on the failed carrier will be – what is saving the UE is more the transmission of packet N+1 on a different carrier.
In the case where CCs are not independent, the problem statement from RAN2 could make sense. That would also require RAN1 performance studies to check if performance requirements are reached, depending of channel models. 
[bookmark: _Ref85750632]Observation 2: RAN2 problem statement "enhance transmission reliability during survival time" may be useful in case CCs are not independent, but is overkill otherwise (as CC FH is enough)
In the following, we consider the above RAN2 problem statement, the RAN2 proposed solution and how it unfortunately misses to reach its goal. Hopefully, it is again possible to fulfil this problem statement without specification changes.

RAN2 proposal issues and limitations
Lack of proper UE requirements
For what is considered a good requirement, the reader can refer to the ETSI Writing World Class Standards guide ([1]).
The main issue with proposed solution is that it relies on expectation for the UE to activate duplication so that e.g upon packet N transmission failure, packet N+1 is sent with duplication (let's call it "Fast duplication"). However, there is no UE requirement to do so. 
The UE requirement (as per RAN2 solution) is different: it is (just) to activate PDCP duplication upon notification of transmission failure, which unfortunately does not ensure the expected results. 
What is specified (as per RAN2 solution) and can be tested is the only the following sequence:
· Packet N submitted for transmission (to PDCP ingress), PUSCH processing time before grant on CC 1
· HARQ NACK related to Packet N sent – after PDCCH processing delay, PDCP duplication activated in UE (it can be assumed PDCP activation takes 0us as this is just some internal signalling)
· Packet N+1 submitted for transmission (to PDCP ingress), PUSCH processing time before grants on CC 1 (and CC 2)
· Check that Packet N+1 is effectively sent with duplication on CC 1 and CC 2  Yes


Figure 2 - Specified (testable) scenario

This sequence is quite artificial as Packet N+1 is on purpose sent after HARQ NACK of packet N, while in real life that may not be the case.
What would typically occur in real life (especially in 500us case), is the following sequence:
· Packet N submitted for transmission (to PDCP ingress), PUSCH processing time before grant on CC 1
· Packet N+1 submitted for transmission (to PDCP ingress), PUSCH processing time before grant on CC 1 
· HARQ NACK related to Packet N sent – after PDCCH processing delay, PDCP duplication activated in UE
· Check that Packet N+1 is effectively sent with duplication on CC 1 and CC 2  Up to UE implementation ("No" in figure below)


Figure 3 - Up to UE implementation (non-testable) scenario

This is unfortunate as the key reason why this feature might have value is to have a faster PDCP duplication activation (compared to usage of MAC CE), that enables to handle scenarios down to 500us periodicity. 
[bookmark: _Hlk85671952]Basically, the feature is only ensured to work when new packet arrival is always after HARQ NACK reception.
[bookmark: _Ref85750637]Observation 3: There is no UE requirement ensuring that upon failure of packet N transmission, packet N+1 is sent with duplication, only an expectation
[bookmark: _Ref85750644]Observation 4: The feature is only ensured to work when packet N+1 arrival is after packet N HARQ NACK reception

UE implementation considerations
In both LTE and NR, PDCP processing/submission to lower layers is up to UE implementation. Actually, only the time instant of starting of discard timer is specified (upon reception of PDCP SDU). The rest of PDCP processing (including submission to lower layers) was on purpose left for UE implementation to allow flexibility in UE design (see [2]).
The PDCP processing is mostly RoHC and security (integrity/ciphering). It does not depend on the Uu grant, and is non-real time. This allows for UE implementations where for instance PDCP is not collocated with the rest of the UP stack, similarly to CU/DU split on RAN side. In this framework, it is important that PDCP processing is not tightly linked to PHY timings.
Moreover, in the context of URLLC, it is expected that a smart UE implementation would process a PDCP PDU and send it to lower layers without further delay. There is no reason for a UE implementation to delay the processing or sending of PDCP PDU on purpose. Even in case CG is established to accommodate such traffic, there is no benefit for the UE to wait the last minute. On the contrary, the earlier the better: the NW might also want to try DG prescheduling, in case UE has received data earlier, to reduce overall latency.
In addition, during PDCP duplication introduction, the question of PDCP PDUs already delivered to lower layers was discussed, and the following was agreed and implemented in the specifications:
Agreements:
1. Upon packet duplication activation, only PDCP SDUs/PDUs not submitted to lower layers are duplicated.  
3. 	For packet duplication, when to submit PDCP PDUs to lower layers is up to UE implementation.  

It was confirmed that PDCP PDUs submission time is up to UE implementation, and that PDCP PDUs already submitted  are not duplicated. The legacy expectation if more than PDCP PDU would be submitted ASAP (especially for URLLC) and that no "backward duplication" is required. 
[bookmark: _Ref85750646]Observation 5: PDCP PDU processing/submission time to lower layers is up to UE implementation, and PDCP PDUs already submitted (RLC SDUs) are not duplicated
[bookmark: _Ref85750647]Observation 6: In case of URLLC traffic, it is expected that a UE would perform PDCP PDU processing / submission to lower layers ASAP.
[bookmark: _Ref85750648]Observation 7: It is a burden for UE implementation to constrain PDCP submission with lower layers timings.

Conversely, in order to fulfil the ST requirements, it became apparent in the last email discussion [3] that the UE would have to wait a for some deadline t before sending PDCP PDU to lower layers. This would enable the UE to receive the potential PDCP duplication activation indication from HARQ NACK of packet N-1 so that following packet N is duplicated.
Companies mostly indicated what the UE "can" do so that the feature works. However, an expectation is not a requirement. Given that legacy expectation is opposite, that linking PDCP processing to lower layer timings was always avoided in NR UP design so far to ease UE implementation, and that there will be no requirement to do it (in the sense of [1]), it is difficult to assume that a UE would implement this.
[bookmark: _Ref85750649]Observation 8: The feature fails to ensure packets are duplicated during survival time in stringent scenarios

HARQ NACK trigger
The solution relies on HARQ NACK, which 
· Would be sent on the failed transmission CC, hence more susceptible to failure than on the alternative CC (in TDD)
· Might not be needed otherwise (there is no requirement to retransmit failed packet N)

RAN2 problem statement alternative solution
In our view, the RAN2 problem statement can be better addressed as follows:
· PDCP duplication should be pre-activated (i.e. packets delivered to all configured legs all the time)
· During survival time, opportunistic grants (DG or CG (re)configurations) are sent by the gNB
· PDCP discard timer is set to traffic periodicity to discard packets not sent on legs not used
· LCH mapping restrictions are used (e.g. LCH restricted to PHY high prio DG, or restricted to specific CG config)


Figure 4 - Opportunistic grants during ST (here also associated with alternated allocations)

Due to time arrival jitter, 2 packets may be queued in additional leg upon entering ST: this can be handled by the gNB using a first grant with twice the TB size. 
If it is considered to be a problem, it can be easily specified that for ST configured RLC bearers, RLC keeps a new transmission buffer of a maximum of N packet only, in FIFO operation, i.e. oldest RLC SDU/PDUs buffered for initial transmission are discarded by arrival of new packets such as there is a maximum of N new packets buffered for initial transmission in RLC (N=1 in the scenario we considered). However, given ST is a rare event, using a grant with twice TBS should not be a problem.
Advantages over RAN2 proposal:
· Actually meets the requirements of RAN2 problem statement (enhance transmission reliability during ST), in all scenarios
· Behavior is completely specified with a testable requirements even in stringent use cases, no dependency with packet arrival time 
· More flexible (gNB can use any of DG/CG for providing additional resourcesin an opportunistic way)
· NR UP design philosophy is preserved: PDCP is non linked to PHY timings, PDCP PDUs can be sent ASAP to submitted layers for reaching lowest possible latency and ease of UE implementation
· No need for HARQ NACK which was unreliable and not always needed
· No need to link HARQ NACK to PDCP duplication activation
· No specification impact, no UE impact
[bookmark: _Ref79096900][bookmark: _Ref85750650]Observation 9: Always-on PDCP duplication with opportunistic grant allocations during ST meets requirement of enhancing transmission reliability during ST without RAN2 proposal issues and without specification impacts
In conclusion, gNB implementation can already take advantage of ST knowledge in a more effective way than the currently discussed RAN2 proposal.
[bookmark: _Ref61565719][bookmark: _Ref79056485][bookmark: _Ref85750651]Proposal 1: Consider gNB implementation solutions only for ST support
Conclusion 
In this contribution, we make the following observations and proposals:
Observation 1: gNB implementation can use ST info to alternate CC allocations (no duplication/no spec impact) 
Observation 2: RAN2 problem statement "enhance transmission reliability during survival time" may be useful in case CCs are not independent, but is overkill otherwise (as CC FH is enough)
About RAN2 ongoing proposal:
Observation 3: There is no UE requirement ensuring that upon failure of packet N transmission, packet N+1 is sent with duplication, only an expectation
Observation 4: The feature is only ensured to work when packet N+1 arrival is after packet N HARQ NACK reception
Observation 5: PDCP PDU processing/submission time to lower layers is up to UE implementation, and PDCP PDUs already submitted (RLC SDUs) are not duplicated
Observation 6: In case of URLLC traffic, it is expected that a UE would perform PDCP PDU processing / submission to lower layers ASAP.
Observation 7: It is a burden for UE implementation to constrain PDCP submission with lower layers timings.
Observation 8: The feature fails to ensure packets are duplicated during survival time in stringent scenarios
About alternative solution:
Observation 9: Always-on PDCP duplication with opportunistic grant allocations during ST meets requirement of enhancing transmission reliability during ST without RAN2 proposal issues and without specification impacts
Proposal 1: Consider gNB implementation solutions only for ST support
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Annex A – RAN2 Agreements

	RAN enhancement for New QoS
	=>	Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2



	RAN enhancement for New QoS
(RAN2 AI 8.5.4)
	Agreements
-	Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 
-	RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  
-	Support for survival time in UCE is up to network configuration. 
-	Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  
-	Communication service reliability (CSR) is not needed on top of survival time
-	Only periodic traffic is considered for survival time work in Rel-17
-       RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress



	RAN enhancement for New QoS
(RAN2 AI 8.5.4)
	1.	RAN2 does not consider the Burst Spread parameter in RAN
2.	The Burst End Time parameter in RAN is out of scope for Rel-17 IIoT WI.
3.	No specific enhancements in support of Survival Time in UCE will be studied in R17, but we should aim for solutions for Survival time that also work in UCE 
4.	When Survival Time information is provided in TSC AI, RAN action (gNB and/or UE) can utilize it to improve the associated link reliability so that the survival time requirement is met
5.	Study fast mechanisms for survival time handling and the need

1. RAN2 takes the performance requirements of the top 3 rows of Table 5.2-1 from TS 22.104 (transfer interval = survival time = 0.5/1/2ms)
2. Survival Time triggered proactively based on Sequence Number is deprioritized
3. UE-based reactive solution based on RLC-NACK is not pursued
4. RAN2 will work/study UE-based reactive solutions to address survival time on top of gNB implementation.   RAN2 assumes that gNB implementation solutions on their own are not sufficient.  




	RAN enhancement for New QoS
(RAN2 AI 8.5.4)
	
Agreements
1.	RAN2 does not assume that physical HARQ-NACK messages are always available, i.e. RAN2 will not mandate explicit HARQ-NACK feedback
2.	Given the application message size range under study, RAN2 will not optimize the ST design based on case of segmentation of message into multiple TBs. (This does not preclude the use of RLC segmentation; instead, it rules out optimizations for the case with RLC segmentation) 
3.	Following entry into the Survival Time state, PDCP duplication for ST configuration is activated.  The gNB pre-configures which RLC entities can be activated for duplication when entering ST state.  FFS the number of supported RLC entities.  
4.	RAN2 will at least continue working and discussing the HARQ NACK solution.  Details are FFS.  
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Table 5.2~

: Periodic deterministic communication service performance requirements

Characteristic parameter

Tnfluence quantity

End-toend Message | Transfer UE #ofUEs | Service Remarks,
tion service latency: size erval: speed area
availability: mean time maximum | experienced | [byte] | targetvalue (note 13) (note 3)
targetvalue | between failures | (note 2) datarate | (note 12a) | (note 12a)
(note 1) (note 122) | (note 12a]
99999 % to | ~ 10 years <transfer | - 50 50005 500ys | <75kmh |20 50mx10m | Motion control (A22.1)
99.999 99 % interval x10m
value
999999 %10 | ~ 10 years <tanster | - £y Tms Tms <75kmh | £50 50mx10m | Motion control (A22.1)
99.999 999 % interval x10m
value
999999 %10 | ~ 10 years <tanster | - 20 Zms Zms Z75kmh | £100 50mx10m | Motion control (A22.1)
99.999 999 % interval x10m
value
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