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In the previous RAN2# 112e and 113e meeting [1], the following agreements have been made:
· RAN2 to support type-2/3 RLF indication (FFS specified behavior(s) TS impact, FFS details).
· Type-2 RLF indication may be used to trigger local rerouting.
· RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.
· Local rerouting can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.



Discussion

It came out from past discussions in RAN2 (see [2] and [3]) that local rerouting may be beneficial for the mitigation of congestion and for load balancing.   
In the previous RAN2#113e meeting [1], it was also agreed that local rerouting may be triggered by Type-2 RLF indication or by indication of hop-by-hop flow control.
Observation 1: Local re-routing may allow mitigating short-term (transient) BH link issue (RLF/BH link quality/congestion) phenomena.

However, this local rerouting may increase the risk of congestion at another IAB-node (i.e. moving the issue from one place to another). Therefore, local rerouting may be performed for a limited period of time. Thus, even if local re-routing, by allowing fast link adaptation, provides an efficient means to mitigate the impact of local BH Link issue, it may not be suited for long-term BH link issue 

Observation 2: Long-term BH Link issue may require the IAB-Donor to reconfigure the routing configuration of all or part of the IAB-nodes

Even if short-term issue may be addressed through local re-routing, a long-term RLF/congestion may require a new routing configuration of IAB-nodes in order to adapt to the new situation. However the IAB-Donor does not have any knowledge on local BH link issues, both short-term and long-term (as of Rel.16).
Observation 3: Rel.16 provides few services to inform the IAB-Donor of a BH Link issue, especially there is no means for signalling long-term/short-term BH link issues


BH link issue notification 
To solve the above issues, it is proposed to differentiate the short-term BH link issues that could be handled at IAB-node level, by apply local rerouting for instance, from the long-term BH link issues that would require some reconfiguration of all or part of the topology at IAB-donor level. 
The BH link issue may result from a Radio Link Failure or some congestion at an IAB-node, which may impact one or more BH links. Several causes may trigger a long-term BH link issue, such as an RLF recovery failure or a sequence of RLF detection/RLF recovery or a sequence of congestion detection/congestion recovery.
An IAB-MT, resp. IAB-DU, may detect such BH link issue at its own level, or by receiving feedback messages, such as an RLF indication message (Type 1, 2 or 4) or a flow control feedback message.
Upon detection of a long-term BH link issue, the IAB-node may therefore notify the IAB-donor of such an issue.
In order to allow the IAB-donor to apply efficient reconfiguration to solve, or at least mitigate, this issue, an IAB-node may provide the IAB-donor with some information on the one or more BH links experiencing a BH link issue, e.g. BAP address, RLC Channel ID or BAP routing ID as well as information on the cause of the long term identification, e.g. recovery failure, BH link issue repetition. The IAB-node may also inform the IAB-donor on whether the BH link issue results from an RLF or congestion phenomenon. 
As such long-term BH link issue may be detected at either the MT unit or the DU unit of an IAB node, one may consider both RRC and F1-AP protocols for the IAB-node to notify the IAB-donor of the detection of long-term BH link issue.

Proposal 1: An IAB-node may notify the IAB-donor of the detection of long-term BH link issue, i.e. a BH link issue which requires some reconfiguration at IAB-donor level.

Proposal 2: An IAB-node may indicate to the IAB-donor the cause of a long-term BH link issue, e.g. recovery failure, BH link issue repetition...

Proposal 3: An IAB-node may indicate to the IAB-donor whether the BH link issue results from RLF or congestion.

Proposal 4: An IAB-node may notify the IAB-donor of a BH link issue using either RRC or F1-AP messages.








Conclusion
In this paper, we discuss how to xxx.

Observation 1: Local re-routing may allow mitigating short-term (transient) BH link issue (RLF/BH link quality/congestion) phenomena.

Observation 2: Long-term BH Link issue may require the IAB-Donor to reconfigure the routing configuration of all or part of the IAB-nodes

Observation 3: Rel.16 provides few services to inform the IAB-Donor of a BH Link issue, especially there is no means for signalling long-term/short-term BH link issues


Proposal 1: An IAB-node may notify the IAB-donor of the detection of long-term BH link issue, i.e. a BH link issue which requires some reconfiguration at IAB-donor level.

Proposal 2: An IAB-node may indicate to the IAB-donor the cause of the BH link issue.

Proposal 3: An IAB-node may indicate to the IAB-donor whether the BH link issue results from RLF or congestion.

Proposal 4: An IAB-node may notify the IAB-donor of a BH link issue using either RRC or F1-AP messages.
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