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[bookmark: _Ref503504522]Introduction
During last meeting, RAN2 agreed to extend the value range of t-Reassembly timer, to cope with longer RTD in NTN scenarios when HARQ feedback is enabled. In this contribution, we discuss possible side effects and enhancements. We also discuss the case when HARQ feedback is disabled. 
Compared to our previous contribution R2-2101518, an Annex was added to detail the issue related to short t-Reassembly in NTN (no other change).
Discussion
The timer t-Reassembly in RLC is mainly needed to allow HARQ retransmissions from lower layers, before triggering ARQ (or moving windows in UM). Hence, its setting will depend on whether the NW intents to use HARQ feedback or not for DL transfer of a given RLC bearer.
It was agreed that HARQ feedback can be disabled at least on a per-process basis. In DL, the NW scheduler may dynamically decide to use “HARQ feedback enabled/disabled” processes, but we assume that:
· Large t-Reassembly would be configured for bearers mapped to “HARQ feedback enabled” processes. It is expected to be used for traffic requiring high reliability, e.g. SRBs. This would include application/services running over NAS. This may also be used for specific traffic such as control traffic (e.g. OAM etc).
· Short (or null) t-Reassembly would be configured for bearers mapped to “HARQ feedback disabled” processes, requiring high throughput
Large t-Reassembly drawbacks
The following formula from [1] indicates the value required depending of RTD, maximum retransmissions and scheduling margin: 
t-Reassembly = RTD * nrof_HARQ_retrans + scheduling_offset
Given RTD of up to 541ms in NTN, maximum value could be quite high, compared to the maximum of 200ms in NR.
In our view, a typical case of such traffic would be transmission of small data bursts (continuous transmission is not possible due to the shortage of HARQ processes relative to the large RTD). Note that typically, the NW would also poll on the last PDU of such data burst.
Configuring a high timer value comes with drawbacks (as explained in [3]). Indeed, there is only one such timer instance, to simplify specification and implementation. In case a gap Y (of SDU(s)/segments) occurs while the t-Reassembly timer is already running due to a previous gap X, the timer will be started again (to wait for recovery of Y) when previous timer instance is either:
· stopped (X is recovered, thanks to HARQ) 
· or expired (X could not be fully recovered by HARQ, i.e. lost). 
This has 2 undesirable consequences:
· An additional STATUS is triggered (to report missing Y) in case X was lost (which impacts UL scheduling)
· The STATUS reporting Y is unnecessarily delayed (up to t-Reassembly value, which might be further delayed by a StatusProhibit timer), whether X was recovered or lost.
This can be a common case, depending of HARQ operation point. E.g. with 10 % BLER, the probability to have 2 failed TBs in a burst of 20 slots is around 20%.
[bookmark: _Ref61540100][bookmark: _Ref61540987]Observation 1: Additional and/or delayed STATUS transmission may happen in case of failed TBs in a burst
This is described in the following figure, in which X and Y were lost (if X was recovered while Y only is lost, the issue would be a delayed STATUS). The SR trigger from polling is delayed till the t-Reassembly expiry related to Y.


Figure 1 – Additional and delayed STATUS

Enhancements when large t-Reassembly is used
In above scenario, ideally the t-Reassembly should be started at the end of the burst, and a single STATUS should be sent for the whole DL data burst at expiry of the timer.
One approach is to have t-Reassembly triggered from NW side (e.g. along with polling), instead or in addition to existing triggering conditions; or to consider a different timer triggered from NW side. This has however some complications.
In our view, a simple way to better handle the above scenario would be to introduce a t-Reassembly-delay timer, which would be used to delay the start of t-Reassembly upon missing PDU detection. The timer could also be stopped upon polling as this typically indicates the end of a data burst, reducing useless delay. An additional advantage is that the STATUS transmission could be then better predicted by the NW, which can preschedule the uplink resources.
The t-Reassembly-delay timer would be configured to the typical length of a data burst, which in NTN scenarios might be at least one order of magnitude shorter than the value of t-Reassembly timer.
This would result in the following optimal behavior: 


Figure 2 – Fast unique STATUS with t-Reassembly-delay timer

A possible drawback of a t-Reassembly-delay timer could be that the STATUS reporting missing X would be delayed by up to t-Reassembly-delay value, on top of t-Reassembly. However, considering NTN scenarios where t-Reassembly-delay (~data burst size) << t-Reassembly (~several times RTD), this drawback is unsignificant.
[bookmark: _Ref61540102]Proposal 1: Consider introducing t-Reassembly-delay timer to avoid additional and/or delayed STATUS PDUs
Another approach is to introduce in NR the possibility to disable the triggering of Status Report upon missing PDU detection, as it was already introduced in LTE RLC for NB-IoT. However, this would only avoid the additional STATUS (as the only Status Report trigger would be polling from NW). The STATUS (reporting X and Y in that case) would remain delayed by up to 2*t-Reassembly.
Short/Null t-Reassembly
For high throughput bearers, NW is expected to configure and use “HARQ feedback disabled” processes. It is expected that t-Reassembly is configured to a short (e.g. 10ms) value (for instance to allow blind HARQ retransmissions), or even to 0 if the NW does not plan any out-of-ordering scheduling.
Configuring a short t-Reassembly has in theory the benefit to detect/report quickly missing PDUs (assuming spare failures). However, following a missing PDU X, the RLC receiver will keep triggering SR while X is missing upon each new PDU arrival (if t-Reassembly is not running), as described in the following figure: (see Annex for details)


Figure 3 – “Continuous” SR Triggers upon PDU reception

This mandates a large SR prohibit timer (at least equal to RTD) and somehow defeats the benefit of the fast detection (except for the first one, for which SR prohibit is not yet running). Instead, it might be better to rely on SR triggering by polling only, as this has the benefit that the NW would always know when a SR transmission is performed (and can then preschedule resources, e.g. including scheduling blind UL retransmissions to enhance reliability of the SR).
[bookmark: _Ref61567579]Observation 2: Missing PDU detection SR trigger is less useful in NTN HARQ disabled case
[bookmark: _Ref61565719]Proposal 2: Consider the possibility to disable the missing PDU detection SR trigger (as in NB-IoT)
Conclusion 
In this contribution, we make the following observations and proposals:
Observation 1: Additional and/or delayed STATUS transmission may happen in case of failed TBs in a burst
Proposal 1: Consider introducing t-Reassembly-delay timer to avoid additional and/or delayed STATUS PDUs
Observation 2: Missing PDU detection SR trigger is less useful in HARQ disabled case
Proposal 2: Consider the possibility to disable the missing PDU detection SR trigger (as in NB-IoT)
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Annex – Lost PDU detection in RLC AM 
In RLC AM, the detection of a lost PDU is a 2-step process: a gap detection triggers t-reassembly, which eventually triggers SR (upon expiry). This process is started under 2 different scenarios, for which the gap detection triggers are different:
1) when an AMD PDU is placed in the reception buffer, if t-Reassembly is not running
In this case, RLC receiver checks if there is a gap between RX_Next and RX_Next_Highest. This means the same gap will trigger t-reassembly again and again, as long as the RLC receiver has not received the corresponding PDUs but continues to receive new ones.
The RLC retransmissions are prioritized by the transmitter and should be received just after around 1RTT from sending the Status Report. 
Before ~1 RTT, those additional triggers are redundant (same gap will again and again triggers t-reassembly and a SR, while not enough time was left for the RLC transmitter to send the retransmissions). After around ~1 RTT, they are no longer redundant, and even useful as they indicate a problem with the retransmission (lost SR or retransmission), since the RLC receiver continues to receive new PDUs. 
In a legacy scenario, RTT is very small (around 8ms in LTE), and t-statusProhibit would be typically larger. In addition, t-reassembly would be at least around a few RTTs (typically 5*RTT = 40ms) which naturally limits the triggers (t-Reassembly can be triggered again only when not already running).
So, in a legacy scenario, those additional triggers are never redundant.
2) when t-Reassembly expires
In this case, RLC receiver checks if there is a gap between RX_Highest_Status and RX_Next_Highest. As RX_Highest_Status was updated to be at least equal to RX_Next_Status_Trigger, only “new gaps” would again trigger a t-reassembly. There is no redundant trigger in that case.

In NTN scenario, with large RTT (up to 540ms) and small t-Reassembly (down to 0 with HARQ disabled and no blind retransmissions), the NW has only the following (bad) alternatives:
· Increase t-statusProhibit to cover the large RTT, setting it to at least 800ms. This has the drawback to slow down the reporting of lost PDUs, i.e. increase the overall delay of the link and hence reduce the throughput for a given BxD product (L2 buffer)

· Lower t-statusProhibit to values below the RTT. This has the drawback to produce redundant triggers (reporting of the same lost PDUs while RLC transmitter could not yet send them), i.e. additional redundant UL signaling (which is specifically a problem in NTN as enhancing UL scheduling is part of the WID).

In summary, the legacy lost PDU detection trigger works well for short RTT/large t-reassembly (as it is the case in TN). For large RTT/short t-reassembly (NTN with HARQ disabled), it is not well suited.
This could be expected as this mechanism dates back from LTE Rel-8, which was never designed to handle efficiently this new NTN scenario.
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