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1. Introduction
[bookmark: OLE_LINK70]In this paper, we further discuss the issues related to small data transmission (SDT) with random access (RA) based scheme based on the agreements made by RAN2 already.
2. RA-based schemes
2.1 Search space configuration
In RAN2#112-e, RAN2 agreed the following.
	RAN2#112-e Agreement:
8	For RACH based solutions, upon successful completion of contention resolution, the UE shall monitor the C-RNTI. 


On top of the above agreement for RA-SDT, RAN1 has discussed the CORESET and search space for monitoring PDCCH after successful completion of the RACH procedure during RA-SDT, and the following was agreed as informed in the LS [1]. 
	· From RAN1 perspective, at least a separate SearchSpace that is different from the existing common SearchSpace should be supported for monitoring the PDCCH addressed to the C-RNTI after successful completion of the RACH procedure during RA-SDT
· It is up to RAN2 decision if the separate SearchSpace is UE-specific or common to the UEs performing RA-SDT
· If the separate SearchSpace is not configured, type-1 PDCCH CSS can be reused.
· FFS UE-specific CORESET or common CORESET


RAN2 is also asked to provide feedback on whether UE-specific or common search space is preferred for SDT. Considering the UE mobility in RRC INACTIVE, it is hard to configure the UE-specific search space for all the cells different from the one where the RRCRelease message is received. Different cells definitely have different L1 configurations depending for example on the frequency range and operator deployment, e.g., SCS, CP length, band, etc. Hence, L1 configuration for SDT should not be in the UE context that can be transferred between different gNBs, i.e. each gNB will provide its L1 configuration for RA-SDT in System Information. Another point we would like to note is that we agreed that the CG-SDT configuration is only valid in the cell where RRCRelease message is received. We think the above requirement holds for all UE-specific configurations. If the UE initiates SDT from another cell, the common search space configuration seems to be the only option. In addition, when the UE performs normal RA procedure, the target gNB has an opportunity to modify the configuration after UE enters in RRC_ CONNECTED while for SDT it would not have such possibility. Therefore, we think the search space for RA-SDT should be common to the UEs performing RA-SDT. 
Proposal 1: Search space configured for RA-SDT is common to the UEs performing RA-SDT, i.e. RA-SDT search space is a common search space.
2.2 UE behaviour after contention resolution
In POST 113-e email discussion for CG-SDT issue (“[POST113-e][504][SDT] CG open issues”), one issue that was covered was PDCCH monitoring control for retransmission and a new transmission for subsequent uplink transmission after CG-SDT transmission. The motivation is to save UE’s power due to the fact that if UE keeps monitoring PDCCH while gNB does not schedule any uplink grant for subsequent transmission, the power consumption would be increased unnecessarily. Based on the replies, virtually all companies agreed that a timer to control PDCCH monitoring after CG-SDT transmission is needed, but there were different views about the details, e.g. whether to introduce a new timer or reuse the DRX timer though
With the same motivation as for CG-SDT, we think that a similar timer should be introduced for RA-SDT as well. The difference would be that the timer for RA-SDT would obviously have a different starting point compared to CG-SDT, i.e. the timer for RA-SDT should be started after successful completion of RA procedure (i.e. after contention resolution) for the first message and restarted for each subsequent transmission. Therefore, we propose the following, which is based on the outcome of CG-SDT e-mail discussion for this issue.
Proposal 2: UE starts a window after each data transmission during RA-SDT. FFS whether to design a new timer or to reuse an existing timer for this purpose. 
2.3 Anchor relocation related aspects
2.3.1 Assistance information for anchor relocation
During the last RAN3#111-e meeting, RAN3 has discussed about the anchor relocation issue for RA-SDT and the following progress are described in the LS to RAN2 [2]:
	· WA1: The existing Retrieve UE Context procedure can be reused for both with and without anchor relocation scenarios with possible enhancements, which will be discussed later.

· WA2: UL data for SDT is buffered at the receiving node in the successful context retrieval procedure. For other cases, the common understanding is that UL data may need to be buffered as well, details are pending.

· WA3: The last serving gNB, i.e., anchor gNB, will be the decision maker on whether to relocate anchor or not. Assistance information provided by the receiving gNB may help on the decision. Details of such information are pending to future discussion in RAN3 and/or RAN2 inputs.

· RAN3 discussed the assumption in the LS that RLC handling is processed in the receiving gNB and would like to ask if this is confirmed as a firm agreement in RAN2. Several companies in RAN3 proposed to analyse the topic further.


According to the above input from RAN3, the last serving gNB requires some assistance information from the new gNB for making a good decision on whether to perform anchor relocation. The assistance information can include information about subsequent UL and DL transmission, e.g:
· RAI-like information, the last serving gNB can for example determine whether to expect a follow-up DL transmission and decide when to send an RRCRelease message to the UE. For SDT, there are also some use cases (e.g. smart meters, wireless sensors and other IoT applications) where the number of packets to be transmitted can be known at the UE at the time of initiating the SDT. UE can provide the information on the number of packets to be transmitted during a SDT session to the network in MSG3/MSGA. This information can then be sent to the last serving gNB as the part of the assistance information to help it make a decision on whether to perform anchor relocation or not.
· Buffer status information, the last serving gNB can determine whether to send the UE to RRC_CONNECTED or to keep the UE in RRC_INCTIVE for subsequent data. If the volume of subsequent data arriving in the buffer is large, it may be more appropriate to terminate the SDT procedure as soon as possible and move the UE context to the new gNB (i.e. perform anchor relocation) for transiting the UE state to RRC_CONNECTED. If the volume of subsequent data in the buffer is small, the last serving gNB may decide not to perform anchor relocation. In addition, if the non-SDT data arrives during an ongoing SDT procedure, this information should be passed to anchor gNB if the UE context was not previously relocated.
Proposal 3: Assistance information transferred from the receiving gNB to the last serving gNB for allowing the last serving gNB to take an informed decision whether to perform anchor relocation or not   shall at least contain the following:
· UE’s expected traffic pattern, e.g. number of packets to be transmitted for SDT DRB in UL/DL, single-shot/multi-shot transmission etc. 
· Buffer status for data from SDT DRB.
· Information about non-SDT data arrival during an ongoing SDT procedure.
RAN2 should send an LS to RAN3 on assistance information provided to last serving gNB.
2.3.2 RLC handling
In the LS [2] from RAN3, RAN3 asks whether RLC handling in the receiving gNB is confirmed as a firm agreement in RAN2. We note the following agreement was made during RAN2#111e meeting as indicated to RAN3 [3]:
	· From RAN2 perspective, stored “configuration” in the UE Context is used for the RLC bearer configuration for any SDT mechanism (RACH and CG).


Further agreements were made during RAN2#112-e meeting, but there was no consensus about putting them in the LS to RAN3:
	RAN2#112-e Agreements:
1. Using a RLC configuration stored in UE Context is confirmed.  List how they can be used and final decision is up to RAN3
2. Inform RAN3 on UE SDT data handling impact including using a stored RLC configuration


Although, we believe the agreement from RAN2#111e meeting still holds, below we provide some analysis for two options, i.e. RLC processing in anchor gNB and RLC processing in receiving gNB.
In general, RLC processing using stored RLC configuration is definitely performed at the receiving gNB for SDT with anchor relocation while for SDT without anchor relocation it can either be performed at the receiving gNB or at the last serving gNB. These options can be shortly described as follows:
· Option 1: If the RLC is processed in the receiving gNB, then the receiving gNB has to get the stored RLC configuration from the last serving gNB before processing the RLC PDU. In addition to the stored UE RLC configuration, the data forwarding UL tunnel information also should be provided by the last serving gNB so that the receiving gNB can forward the UL PDCP PDU to the last serving gNB through that UL tunnel. The general procedure is shown in Figure 1.


Figure 1: PDCP PDU forwarding procedure without anchor relocation
· Option 2: If the RLC is processed in the last serving gNB, the receiving gNB would have to send the RLC PDU directly to the last serving gNB. The general procedure is shown in Figure 2. Furthermore, if the last serving gNB is having a CU-DU split architecture, the RLC PDU needs to be transported first from the CU of the last serving gNB to the DU of last serving gNB for processing to PDCP PDU. After that, PDCP PDU is transported from the DU of the last serving gNB to the CU of the last serving gNB. In summary, the whole procedure of SDT data transfer is: receiving gNB DU -> receiving gNB CU -> last serving gNB CU -> last serving gNB DU -> last serving gNB CU, which is shown in Figure 3.


Figure 2: RLC PDU forwarding procedure without anchor relocation
[image: ]
Figure 3: RLC PDU forwarding in case of split CU-DU case
Therefore, we observe that although some Xn signalling overhead may be incurred for forwarding the RLC configuration along with UL tunnel information when the RLC handling is performed at the receiving gNB, this is far more efficient than sending the packets back and forth between CU and DU in the CU-DU split architecture. It should also be noted that these are RAN architecture issues and they should rather be discussed in RAN3 and that RAN3 has not really raised any feasibility concern with RAN2 agreement. Therefore, what RAN2 can do is to confirm RAN2 previous preference and agreement. From Uu perspective, it is certainly more efficient to reuse RLC configuration from the stored UE context rather than having to define some default RLC configurations, as discussed earlier. It would be a non-trivial task to come up with a limited number of RLC configurations which can fit diverse applications that could be using SDT. 
Proposal 4: RAN2 confirms that the RLC processing of the UL data packet is performed in the receiving gNB even when the last serving gNB decides not to relocate the context of UE (i.e. the previous RAN2 agreement is held).
Related to the aspect of the first SDT transmission’s delay, in the past, there were proposals from some companies that the first SDT packet should be sent to the anchor gNB together with RETRIEVE UE CONTEXT REQUEST message, without waiting for the decision on whether the anchor is to be relocated or not. The purpose of such behaviour would be to reduce the latency experienced by the first SDT transmission. It should be noted that the fundamental issue with sending the SDT packet together with context retrieval request is that the new gNB does not have a UE context and RLC PDU forwarding is not possible at the moment. Since RAN2 agreed that UE specific RLC configuration should be used for SDT transmission, then the new gNB is not able to extract the PDCP PDU from the received transport block until it receives the RLC configuration of the UE performing SDT from the anchor gNB. RLC configuration of the UE has to be received from the anchor gNB where the UE context is stored, even if the anchor gNB decides not to relocate the context. 
As a consequence, it is not possible to forward the first SDT transmission from the new gNB to the anchor gNB together with the context retrieval request.
Observation 1: It is not feasible to forward the first SDT transmission from the new gNB to the anchor gNB together with context retrieval request.
It should be also noted that SDT is not targeted at the use cases having very strict latency requirements, so solutions aiming at first SDT transmission latency reduction are not among the top objectives of this work. Furthermore, the latency of the first SDT transmission will in most of the cases be lower than those using normal RRC Resume procedure, so there is no need to optimize this further. The above considerations lead us to propose the following:
Proposal 5: First SDT packet is forwarded to the anchor gNB after the new gNB receives a context retrieval response indicating that anchor should not be relocated.
2.4 RA-SDT configuration
RAN2 agreed the following in RAN2#112-e and RAN2#113-e.
	RAN2#112-e Agreement:
10. As a baseline, the RACH resource i.e. (RO+preamble combination) is different between SDT and non-SDT 
a)	If ROs for SDT and non SDT are different, preamble partitioning between SDT and non SDT is not needed.
b)	If ROs for SDT and non SDT are same, preamble partitioning is needed
FFS if common configuration should be allowed

	RAN2#113-e Agreement:
1. RAN2 continues to progress the work based the separate RACH resources for SDT (i.e. explicit mechanisms to support common resources won’t be pursued unless there is sufficient support for this. However, use of common RACH resources will not be precluded if possible via implementation


In this section, we will share our understanding about the configuration aspects and issue of separated RACH resources for SDT/non-SDT and common RACH resources for SDT/non-SDT.
2.4.1 Separated RACH resources for SDT
According to the above agreement, two ways to achieve the separated RACH resources for SDT are through preamble partitioning or through separated ROs.
In the approach of preamble partitioning, the preambles used by the UEs triggering SDT should be different from the preambles used by legacy UEs, meaning that the current preambles are needed to be divided into different parts to realize the SDT indication to gNB. However, partitioning the preambles into many parts  reduces the RACH capacity due to the fact that the number of preambles that UE can use in each preamble group is limited. 
On the other hand, considering the approach of utilizing separated ROs for UE to indicate to gNB the purpose of SDT, UE could send preamble in the ROs configured specifically for SDT. The time domain and frequency domain resources, namely ROs contained in the system information are indicated to UE through parameters “prach-ConfigurationIndex”, “msg1-FDM” and “msg1-FrequencyStart”. In addition, UE calculates its RA-RNTI based on the RO related parameters. It may happen that for two UEs which are using two different ROs, one for non-SDT and another for SDT, the RA-RNTI of these UEs may be the same if the calculated starting symbols and frequency offset are the same (the issue is described in more detail in [4]). Under this circumstance, if the network replies with RAR to both UEs when they use the same preamble, the UEs behavior can be unexpected, e.g. the UEs may both reply to the same RAR or they may not transmit any msg3 after receiving two different RARs for their preamble etc. This may lead to additional RA latency for legacy UEs, which would be unacceptable, e.g. for URLLC services.
In our understanding, the following three options can be considered: 
1. One way to solve the above problem is by network implementation to avoid such problematic configurations. However, this limits network configuration flexibility and could increase collision probability, especially when the number of UEs in a cell is large.
2. Another potential way is to introduce a different RAR format for SDT UE which requires designing a new RAR format.
3. Third option is to apply further preamble partitioning, even to non-shared ROs. However, as analysed above, the partitioned preamble space reduces the RACH capacity, which is undesirable.
We believe the issue has to be addressed somehow and think RAN2 should consider the pros and cons of the above options. 
Proposal 6: RAN2 is requested to discuss how to avoid the RA-RNTI collision when separate ROs with the same frequency offset are used.
2.4.2 Common RACH resources for SDT
In RAN2#113-e meeting, RAN2 agreed the following:
	RAN2#113-e Agreement:
1. For RA-SDT, up to two preamble groups (corresponding to two different payload sizes for MSGA/MSG3) may be configured by the network


According to the above agreement, RAN2 agreed that different preamble groups can be utilized to indicate different MSGA/MSG3 payload sizes, which is similar to the preamble partitioning scheme in legacy RA procedure. For 4-step SDT, if the payload sizes can be indicated by different preambles, UE can assemble packets on the basis of UL grant in RAR. Hence, there is no need for the gNB to blindly detect MSG3 packet as had to be done when flexible TBS was applied, e.g. in LTE EDT. Without blind detection, the gNB behavior for reception of RA-SDT MSG3 and legacy MSG3 are totally the same, meaning that it is not necessary for UEs to indicate the SDT intention through MSG1 from the perspective of gNB. If common RACH resources for SDT are applied, UE would use current preamble Group B when initiating RA-SDT procedure. UE could transmit the SDT data together with MSG3 if the UL grant is sufficient, or UE could include BSR if the UL grant is not sufficient and small data could be further sent over subsequent SDT transmissions. However, there may be cases that gNB sends an RRCResume message to move the UE into RRC_ CONNECTED upon receiving MSG3 not including any data nor BSR. However, we believe such scenario can be avoided by network implementation, e.g. by providing the UE with a grant sufficient for at least some UP data.
Proposal 7: For the case of common RACH resources for SDT, the network can distinguish SDT and non-SDT access attempts via BSR or LCID of UL data included in MSG3/MSGA, i.e. no additional indication is required.
2.5 HARQ processes for RA-SDT
At the moment, only one HARQ process (i.e. HARQ process 0) is used for an RA procedure due to the fact that parallel random access procedures are not supported to decrease the UE complexity. Even though with SDT, the principle of having a single ongoing RACH procedure should hold, we need to consider that subsequent transmission for SDT is already supported via DG. Therefore, to allow for handling retransmissions and subsequent data transmissions at the same time, multiple HARQ processes should be supported for RA-SDT during the subsequent transmission phase. HARQ process can be indicated in the DCI in the same way as in RRC_ CONNECTED.
Proposal 8: Multiple HARQ process can be used for RA-SDT during subsequent transmission phase.
3. RACH partitioning common design across WIs
During RAN#91-e meeting it was raised by some companies that features introduced by multiple UEs rely on PRACH partitioning, including Small Data, RAN slicing, Reduced Capability UEs and Coverage Enhancements. Based on this, it was agreed that RAN2 should take this into consideration and analyse a possibility to have a common design for RACH partitioning for these features, which is captured by the following FFS in the RAN2#113 meeting agenda document: 
	FFS whether RACH partitioning should be initially done as a common design for multiple WIs: RAN slicing, RedCap, Small Data Transmission, CovEnh? Or whether coordination should be attempted once each WI has produced CRs.


In short, different features utilize PRACH partition in the following way:
· SDT: RAN2 agreed that RACH resource i.e. (RO+preamble combination) is different between SDT and non-SDT. However, use of common RACH resources is not be precluded if possible via implementation.
· Slicing: The following objective is captured in the approved Slicing WID [5]:
	2. Support slice based RACH configuration, specify mechanisms and signalling including, for Mobile Originating cases [RAN2]
1. Configure separated PRACH configuration (e.g., transmission occasions of time-frequency domain and preambles) for slice or slice group
1. Configure RACH parameters prioritization (e.g., scalingFactorBI and powerRampingStepHighPriority) for slice or slice group
1. Determine how this works with existing functionality, which may include how to perform RACH type selection (e.g., 2-step and 4-step), support of RACH fall-back cases, handling of simultaneous configuration with similar functions such as legacy RA prioritization (e.g., MPS and MCS UEs).


· RedCap WI: The following objective is captured in WID [6]:
	· Specify functionality that will enable RedCap UEs to be explicitly identifiable to networks through an early indication in Msg1 and/or Msg3, and Msg A if supported, including the ability for the early indication to be configurable by the network. [RAN2, RAN1]


· Coverage enhancements WI: The following objective is captured in WID [7]:
	· Specify mechanism(s) to support Type A PUSCH repetitions for Msg3 [RAN1]


For this objective, RAN1 has already identified multiple options for further down-selection during furture meetings, as per [8]:
	Agreements:
For Msg3 PUSCH repetition, the following options are considered, aiming for down-selection in RAN1#104b-e:
·  Option 1-1: For gNB scheduled Msg3 PUSCH repetition without UE request,
· A UE indicates to support of Msg3 PUSCH repetition via separate PRACH occasion or separate PRACH preamble in case of shared PRACH occasions.
· For a UE supporting Msg3 PUSCH repetition, gNB decides whether to schedule Msg3 PUSCH repetition or not. If scheduled, gNB decides the number of repetitions.
· FFS details if any.
· Option 1-2: For gNB scheduled Msg3 PUSCH repetition without UE request,
· gNB decides whether to schedule Msg3 PUSCH repetition or not. If scheduled, gNB decides the number of repetitions.
· For UE does not support Msg3 PUSCH repetition, UE transmits Msg3 PUSCH without repetition
· For UE does support Msg3 PUSCH repetition, UE transmits Msg3 PUSCH with repetition as indicated by gNB and UE uses, e.g., separate DMRS configuration or UCI multiplexing with Msg3 PUSCH (or other ways)
· Note: e.g., this can be for differentiation between UEs not supporting Msg3 PUSCH repetition and Rel-17 CE UEs supporting Msg3 PUSCH repetition or between RACH procedure with Msg3 PUSCH repetition and Msg3 PUSCH without repetition, etc.
· gNB blindly decodes Msg3 PUSCH with two different assumptions, w/ and w/o repetition.
· FFS details if any.
· Option 2-1: For UE triggered Msg3 PUSCH repetition with gNB indicating the number of repetitions,
· A UE can trigger RACH procedure with Msg3 PUSCH repetition via separate PRACH occasion or separate PRACH preamble in case of shared PRACH occasions.
· Whether a UE would trigger is based on some conditions, e.g., measured SS-RSRP threshold, which may or may not have spec impact.
· If Msg3 PUSCH repetition is triggered by UE, gNB decides the number of repetitions for Msg3 PUSCH 3 (re)-transmission.  
· FFS details if any.
· Option 2-2: For UE triggered Msg3 PUSCH repetition with gNB indicating the number of repetitions,
· gNB decides whether to schedule Msg3 PUSCH repetition or not. If scheduled, gNB decides the number of repetitions.
· If Msg3 PUSCH repetition is scheduled, UE transmits Msg3 PUSCH with or without repetition. If UE transmits Msg3 PUSCH repetition, the number of repetition follows the indication of gNB and UE uses e.g., separate DMRS configuration or UCI multiplexing with Msg3 PUSCH (or other ways)
· Whether a UE would trigger is based on some conditions, e.g., measured SS-RSRP threshold, which may or may not have spec impact.
· FFS details if any.
Other options are not precluded.



From the above, we can observe that each WI has its own requirements in terms of how RACH configuration is to be used, e.g.
· SDT allows PRACH partitioning, but it is allowed to have common resources as it is believed this can be supported by implementation. 
· In slicing separate RACH resources can be either per slice or per slice group and additionally there can be RACH parameters prioritization. Also, this WI has already an objective dedicated to analysing how the new configuration will fit into the existing framework
· For RedCap, it is still unclear whether MSG1, MSG3 or both can be used for RedCap UE identification
· In coverage enhancement WI, separate PRACH resources may be required for indication of msg3 PUSCH repetition, but there are various options on the table aimed for further down-selection
Furthermore, the work for some of the WIs is just about to start as so far only study phase was finalized, e.g. for slicing. To sum up, there are three main factors that have to be considered before discussing potential commonalities in the RACH design for different purposes:
1. Each features has its own specific requirements and different RACH-related parameters are affected.
2. There are still a lot of unknowns for all the features and even the general principles were not agreed in some cases.
3. Different features are led by different WGs (e.g. SDT is led by RAN2 while coverage enhancements by RAN1).
Based on these three factors, we believe it is not possible to attempt preparing a common design of RACH partitioning for these WIs at this stage. We believe it is better to wait until running stage-3 CRs are prepared for each of the WIs. Thanks to this, it will become evident which parts can be commonized.
Proposal 9: Coordination for RACH enhancements design for different features introduced in Rel-17 should be attempted once each WI produces stable running RRC CRs.
4. Conclusion
Based on the above discussion, we make the following observations and recommend RAN2 to discuss and adopt the following proposals: 
Proposal 1: Search space configured for RA-SDT is common to the UEs performing RA-SDT, i.e. RA-SDT search space is a common search space.
Proposal 2: UE starts a window after each data transmission during RA-SDT. FFS whether to design a new timer or to reuse an existing timer for this purpose. 
Proposal 3: Assistance information transferred from the receiving gNB to the last serving gNB for allowing the last serving gNB to take an informed decision whether to perform anchor relocation or not   shall at least contain the following:
· UE’s expected traffic pattern, e.g. number of packets to be transmitted for SDT DRB in UL/DL, single-shot/multi-shot transmission etc. 
· Buffer status for data from SDT DRB.
· Information about non-SDT data arrival during an ongoing SDT procedure.
RAN2 should send an LS to RAN3 on assistance information provided to last serving gNB.
Proposal 4: RAN2 confirms that the RLC processing of the UL data packet is performed in the receiving gNB even when the last serving gNB decides not to relocate the context of UE (i.e. the previous RAN2 agreement is held).
Observation 1: It is not feasible to forward the first SDT transmission from the new gNB to the anchor gNB together with context retrieval request.
Proposal 5: First SDT packet is forwarded to the anchor gNB after the new gNB receives a context retrieval response indicating that anchor should not be relocated.
Proposal 6: RAN2 is requested to discuss how to avoid the RA-RNTI collision when separate ROs with the same frequency offset are used.
Proposal 7: For the case of common RACH resources for SDT, the network can distinguish SDT and non-SDT access attempts via BSR or LCID of UL data included in MSG3/MSGA, i.e. no additional indication is required.
Proposal 8: Multiple HARQ process can be used for RA-SDT during subsequent transmission phase.
Proposal 9: Coordination for RACH enhancements design for different features introduced in Rel-17 should be attempted once each WI produces stable running RRC CRs.
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