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1	Introduction
In this paper we discuss various aspects of group scheduling like DRX and Data inactivity. Here, we think there is large impact from the selection of transport channel. We also summarize the assumptions made on PHY and propose to inform RAN1 about these assumptions.
[bookmark: _Ref178064866]2	Discussion
The current MAC specification is written implicitly assuming a one-to-one relation between the network MAC Entity and the UE MAC Entity. This one-to-one relation can be said to be part of the DRB. Analysing the MAC layer in the context of a group scheduled MRB with a one-to-many relation we try to see what parts can be reused and what parts must be updated to support the MRB.
High-level MAC functionalities like multiplexing, channel mapping, priority handling etc, are also to be applicable in the context of group scheduling with an MRB. For example, we think multiplexing of multiple RLC bearers in a single MAC PDU provides useful flexibility. Also, having the opportunity to include MAC-related signalling using MAC CEs can also be useful. The function of multiplexing is supported by the LCID field in the MAC subheader. We have not identified any additional functions necessary for the MRB which would impact the subheader or PDU format. Thus, the MRB can reuse the PDU format for DL-SCH, as described in clause 6.1.2 in TS 38.321.
[bookmark: _Toc68184256]The MAC PDU format and corresponding subheaders for the MRB are the same as for DL-SCH.
2.1	Impacts from selection of transport channel
Our contribution [1] contains an in-depth analysis of the two options for transport channel for MRB. In short we think there are two options such as a new MCH or, alternatively, reuse of DL-SCH and that RAN2 can continue to investigate the benefits and drawbacks of each option before making an informed decision. It should come as no surprise that the selection of transport channel impacts aspects of group scheduling. We briefly present our main points from [1]. 
Multiplexing of multiple MRBs in one MAC PDU using G-RNTI as well as multiplexing of MRBs and DRBs in one MAC PDU using C-RNTI is supported. We think this is merely mirroring the flexibility from the NR legacy framework and should allow implementors to reuse existing implementations. 
To cater for the varying characteristics of the MBS services, provide some opportunities for power saving for UEs, and while keeping some form of efficiency on the radio layer we think the UE must support to be configured with multiple G-RNTIs. A G-RNTI can in turn map to one or multiple MBS-sessions. Finally RAN2 should consider if there is a maximum number of MBS sessions a UE can join and the gNB can serve. 
Support for the eLCID is optional for UEs. We think it is not necessary to mandate this functionality for all UEs supporting MBS. Should the network want to make use of this field, and its corresponding subheader format, the network has to ensure all intended UEs can support it. On the other hand, RAN2 could come back to this issue later in the work. It is important to think about how the UEs should handle MAC PDUs with unknown fields. It should be noted that for DL-SCH there is a shared LCID space which could potentially speak in favour of making support of eLCID mandatory for MBS UEs. 
[bookmark: _Toc68184257]RAN2 to address the issue of conditional or mandatory support for eLCID for UEs supporting MBS.
2.2	Support for DRX on G-RNTI
DRX is a key feature for power saving in the UE. It allows the UE to stop monitoring PDCCH during periods of time when there is no data activity, thereby saving power. The DRX function consists of two parts. The static part consists of known durations the UE will monitor PDCCH in order for the network to schedule it. On top of this a dynamic part is added which adapts the UE's monitoring of PDCCH depending on the traffic. As DRX is a fundamental component to save UE power, it should also be supported for monitoring of the G-RNTI.
[bookmark: _Toc68184264]DRX is supported for monitoring of G-RNTI on PDCCH.
In LTE the MTCH traffic channel is used to carry the multicast/broadcast data. The UE in idle/inactive mode is monitoring the MTCH when the onDurationTimer or drx-InactivityTimer are running configured for the G-RNTI, i.e. during the Active Time of the G-RNTI (36.321) as shown in Figure 1. 
[image: ]
Figure 1 – DRX cycle for LTE MTCH
The drx-InactivityTimer is restarted when DL data scheduled with the G-RNTI is received. Up to 1031 SC-MTCHs can be configured in the cell for each MBMS session (G-RNTI) with its own DRX parameters. This means there is one DRX operation for unicast traffic and one DRX operation for each G-RNTI/SC-MTCH. There is a difference in the unicast DRX operation and the SC-PTM DRX operation in that the latter applies both for RRC_IDLE and RRC_CONNECTED and it lacks DRX short cycle functionality and functionality related to HARQ timers and retransmission timers. SC-PTM was designed for services with predictable characteristics (inter-arrival time, packet sizes etc) so this simplification compared to unicast DRX operation was justified. The UE simply receives the transmissions and there is no HARQ feedback for example. 
The first question for DRX support for NR MBS should be if the existing DRX operation is sufficient or if there is need to introduce another DRX operation for monitoring of the G-RNTI(s). NR MBS will have some support for HARQ, so it is not possible to copy the LTE SC-PTM solution. If the UE can only be configured with a single DRX configuration, then the on duration for all UEs interested configured with an MRB have to be aligned. This is not wanted behaviour as the corresponding DRBs of the UEs have to be handled during the same duration. Thus, having DRX configurations specifically for MRBs is appropriate. 
[bookmark: _Toc68184265]Introduce MBS-specific DRX configuration, one per G-RNTI.
Secondly the question arises about the properties of the MBS-specific DRX configuration. Unicast DRX is controlled by the following parameters and MAC CEs. The table includes the usefulness to MBS DRX.
	Parameter name
	Explanation
	Useful to MBS DRX

	drx-onDurationTimer
	The duration at the beginning of a DRX cycle
	Yes

	drx-SlotOffset
	The delay before starting the drx-onDurationTimer
	Yes

	drx-InactivityTimer
	The duration after the PDCCH occasion in which a PDCCH indicates a new UL or DL transmission for the MAC entity
	Yes

	drx-RetransmissionTimerDL
	The maximum duration until a DL retransmission is received
	Yes, if HARQ is used, otherwise no

	drx-RetransmissionTimerUL
	The maximum duration until a grant for UL retransmission is received
	No, as there are no UL grants.

	drx-LongCycleStartOffset
	The Long DRX cycle and drx-StartOffset which defines the subframe where the Long and Short DRX cycle starts
	Yes

	drx-ShortCycle
	The Short DRX cycle
	No, not necessary

	drx-ShortCycleTimer
	The duration the UE shall follow the Short DRX cycle
	No, not necessary

	drx-HARQ-RTT-TimerDL
	The minimum duration before a DL assignment for HARQ retransmission is expected by the MAC entity
	Yes, if HARQ is used, otherwise no

	drx-HARQ-RTT-TimerUL
	The minimum duration before a UL HARQ retransmission grant is expected by the MAC entity
	No, as there are no UL grants.

	ps-Wakeup 
	The configuration to start associated drx-onDurationTimer in case DCP is monitored but not detected
	No, not necessary

	ps-TransmitOtherPeriodicCSI
	The configuration to report periodic CSI that is not L1-RSRP on PUCCH during the time duration indicated by drx-onDurationTimer in case DCP is configured but associated drx-onDurationTimer is not started
	No, not necessary

	ps-TransmitPeriodicL1-RSRP
	The configuration to transmit periodic CSI that is L1-RSRP on PUCCH during the time duration indicated by drx-onDurationTimer in case DCP is configured but associated drx-onDurationTimer is not started.
	No, not necessary

	DRX command MAC CE
	MAC CE which puts the UE in DRX
	Yes

	Long DRX command MAC CE
	MAC CE which puts the UE in Long DRX if short DRX is configured
	No, not necessary


Table 1 – Parameters and MAC CEs related to DRX configuration
[bookmark: _Toc68184266]The MBS DRX operation supports the parameters listed in Table 1 and the baseline is that they operate (actions for start/stop/expiry etc) similar to Unicast DRX operation.
2.3	Data inactivity during multicast reception in connected mode
2.3.1	Background info on data inactivity in legacy with unicast data
Idle and Inactive mode are the preferred RRC states for UE power saving, where the UE can be in a deep sleep state for a long time, and the UE only has to wake up during its Paging Occasion in a DRX cycle to receive Paging. These RRC states are also preferred from a network resource allocation/consumption perspective when there is no data to send or receive. 
In connected mode the UE enters DRX based on unicast data inactivity using the configured cDRX parameters, i.e. when the UE is outside Active Time the UE is not required to monitor PDCCH. The UE can also be put to sleep immediately by the network using DRX command. Further improvements have been introduced in later releases like UE assistance for cDRX, WUS/DCP in connected mode, and PDCCH monitoring adaptation (e.g. PDCCH skipping) are evaluated for REL-17.
With unicast data, the UE is normally released by the network to idle or inactive when there is no data sent or received for a long time, i.e. when no more data is expected in the near future. Via UE assistance signalling the UE can also indicate a preference to be released, when the UE does not expect more data to send or receive in the near future. The network inactivity timer in RAN is implementation dependent. 
The CN is aware of the default paging DRX cycle used for paging in idle mode, but not of the DRX parameters in CN connected mode. 
2.3.2	Multicast session states
SA2 agreed that the session is either Active or Inactive, as depicted in the figure below [2]: 
[image: ]
Figure 2 – States for the Multicast session
SA2 indicated that during an active session multicast data is transmitted to UEs that joined the session, while during an inactive session no multicast data is transmitted.
2.3.3	CN deactivation
The user plane of a PDU session can be activated/deactivated, and this functionality is also inherited for multicast session (29.502). It is assumed that the inactivity timer that is used in the CN to trigger a deactivation request is based on CN implementation, similar as the inactivity timer in RAN is based on RAN implementation: 
[bookmark: _Toc68184251]Both CN and RAN inactivity timers are implementation dependent, while CN deactivation only considers inactivity for a single multicast session, while RAN considers data inactivity for a UE including both unicast and multicast and potentially multiple concurrent sessions.
When the RAN receives a deactivation signal from the CN, it is (only) clear that CN inactivity timer (unknown value) has expired. In our view it is not obvious that the RAN should release the multicast UEs when the session is deactivated (assuming there is no unicast traffic either). Potentially the CN may deactivate more quickly compared to the RAN (releasing the UE), because resources can be re-established in the CN more quickly compared to RAN. 
At any time after deactivation the CN may send an activation signal and start data transmission again. Reception of a deactivation signal in RAN is no guarantee that future activation signal is delayed (or that future multicast data is delayed):
[bookmark: _Toc68184252]Soon after deactivation the CN may activate the session again and start transmitting multicast data which may cause UEs that are released to lose data. 
When UEs are released upon session deactivation then the UEs need to paged to return to connected mode when the session is activated again. The main delay component for the UEs to return to connected mode is the DRX cycle that is used in idle/inactive mode. When released to inactive mode the RAN could configure a smaller RAN paging cycle to reduce this delay:  
[bookmark: _Toc68184253]The main delay component for a UE to return from idle/inactive mode to connected mode when the session is activated (again) is the DRX cycle that is used in idle/inactive mode.
But when the multicast group is very large there could be additional delay due to congestion during random access: 
[bookmark: _Toc68184254]When the number of UEs of the multicast group is very high there could be congestion during random access when all the UEs try to return to connected to receive multicast data again.
When the group of UEs that has to return to connected mode is very large, and congestion during random access delays the return and even when new random access enhancements are agreed to regulate the random access of such a large group, the latency will not be controlled nor limited, i.e. the latency will depend on the size of the group. There is a risk that the UE misses multicast data when the UE is released and the session is activated (again): 
[bookmark: _Toc68184255]The gNB can decide not to release a multicast UE in connected mode to avoid potential latency issues and loss of data for the UE to return to connected mode when the session is activated again and data transmission is re-started.
2.3.4	Data inactivity during an active session
When the session is in active state, i.e. has started but has not been deactivated (yet), then it is reasonable to assume in RAN that there will be multicast data to transmit. Furthermore RAN2 is assumed to introduce a DRX mechanism for the MTCH channel in connected mode [3].
[bookmark: _Toc68184267]Data inactivity during an active multicast session is handled by connected mode DRX (details FFS).
2.3.5	Handling of CN deactivation in RAN
How the gNB should handle multicast session deactivation should be left to gNB implementation. The gNB has different means to make an educated decision what to do (and not to do):
· QoS (incl 5QI) info including latency and reliability requirements
· gNB knows which and how many UEs in connected mode have joined the multicast session based on the multicast info in the UE context
· gNB can configure a short RAN paging cycle when the multicast UE is released to Inactive mode
· gNB could reconfigure the connected mode DRX (for multicast) to be more power efficient (i.e. slower to respond) with a longer DRX cycle, short InActivityTimer, etc. 
Release and/or reconfiguration of multicast UE when a session is deactivated is left to RAN implementation: 
[bookmark: _Toc68184268]Release and/or reconfiguration of a multicast UE when the session is deactivated is left to RAN implementation. 
2.3.6	DataInactivityTimer in MAC
MAC has a DataInactivityTimer which is started and restarted every time the UE transmits or receives data. If the timer expires, MAC indicates this to RRC upon which the UE autonomously transitions to RRC_IDLE. The purpose of the timer is to catch a state mismatch in which the network thinks the UE is in RRC_IDLE and the UE thinks it is in RRC_CONNECTED. In LTE the corresponding timer is not applied to MBMS traffic (i.e. it is not started or restarted when the UE receives MBMS).
In an MBS scenario where the UE is configured with a PTM MRB it is not unlikely the gNB will continue the data transmission to other UEs even if there is a state mismatch with one of the UEs. That UE would also still be able to receive the data and the timer would not expire to trigger the state transition to RRC_IDLE either. One could argue that some other mechanism would be needed to resolve a state mismatch in an MBS scenario. We think state mismatches are very rare, and we think it is unlikely a UE would only be configured with a PTM MRB and no DRB which could trigger the state transition in case of state mismatch.
[bookmark: _Toc68184269]Do not pursue solutions for RRC state mismatch in MBS-only scenario (e.g. DataInactivityTimer in MAC).
4	Conclusion
In the previous sections we made the following observations: 
Observation 1	Both CN and RAN inactivity timers are implementation dependent, while CN deactivation only considers inactivity for a single multicast session, while RAN considers data inactivity for a UE including both unicast and multicast and potentially multiple concurrent sessions.
Observation 2	Soon after deactivation the CN may activate the session again and start transmitting multicast data which may cause UEs that are released to lose data.
Observation 3	The main delay component for a UE to return from idle/inactive mode to connected mode when the session is activated (again) is the DRX cycle that is used in idle/inactive mode.
Observation 4	When the number of UEs of the multicast group is very high there could be congestion during random access when all the UEs try to return to connected to receive multicast data again.
Observation 5	The gNB can decide not to release a multicast UE in connected mode to avoid potential latency issues and loss of data for the UE to return to connected mode when the session is activated again and data transmission is re-started.
Based on the discussion in the previous sections we propose the following:
Proposal 1	The MAC PDU format and corresponding subheaders for the MRB are the same as for DL-SCH.
Proposal 2	RAN2 to address the issue of conditional or mandatory support for eLCID for UEs supporting MBS.
Proposal 3	DRX is supported for monitoring of G-RNTI on PDCCH.
Proposal 4	Introduce MBS-specific DRX configuration, one per G-RNTI.
Proposal 5	The MBS DRX operation supports the parameters listed in Table 1 and the baseline is that they operate (actions for start/stop/expiry etc) similar to Unicast DRX operation.
Proposal 6	Data inactivity during an active multicast session is handled by connected mode DRX (details FFS).
Proposal 7	Release and/or reconfiguration of a multicast UE when the session is deactivated is left to RAN implementation.
Proposal 8	Do not pursue solutions for RRC state mismatch in MBS-only scenario (e.g. DataInactivityTimer in MAC).
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