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1   Introduction

Based on the contributions related to multi-hop latency in IAB in RAN2 #113-e, this document aims to elaborate the issue of required PDB (Packet Delay Budget). First we give a comprehensive description of the problem. Then two possible solutions are presented and analyzed. We propose that the centralized solution (i.e., BH-RLC PDB configured by IAB-donor) can be considered as baseline, and the distributed solution (i.e., remaining PDB updated by IAB-node) may be introduced as optional. Two other issues (discard timer and L2 measurement report) are listed for further discussion. 
2   Required PDB for multi-hop latency
In [1], there is an explicit definition of PDB, “The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface.” The PDB for Non-GBR and GBR resource types denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded and is not added to the PER. However, for GBR QoS flows using the Delay critical GBR resource type, packets delayed more than the PDB are added to the PER and can be discarded or delivered depending on local decision. 
2.1   Problem description
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Figure 1 An example shows 3 flows with respective PDB values in a multi-hop IAB network.
In a multi-hop IAB network, there was almost a consensus that the backhaul delay between donor-CU and the access node should be considered for PDB related QoS. Figure 1 is an example which shows 3 flows with respective PDB values in a multi-hop scenario. Since the delay between UPF and IAB-donor is an internet latency, we do not indicate this value in our description for simplicity. Therefore, the problem can be defined as follows. An IAB-node should have latency reference for the packets being scheduled to meet the overall or remaining PDB. The overall PDB means the required PDB from IAB-donor to UE for a packet, and the remaining PDB means the budget time left to reach the destination for a packet. 
Proposal 1: An IAB-node should have latency reference for the packets being scheduled to meet the overall or remaining PDB.
2.2   Possible solutions and analysis 
There are two possible solutions to meet the required PDB for multi-hop latency. Below is an overview.
Centralization solution: IAB-donor assigns a PDB value per BH RLC channel per destination to meet the PDB related QoS from IAB-donor to UE across the IAB network.
· PDB assignment: Donor-CU assigns a PDB value per BH RLC channel to the intermediate DUs and access DU, i.e., the per hop PDB related QoS can be configured on each BH RLC channel by donor-CU. Based on the latency information provided from the descendant nodes, donor-CU is able to execute the PDB adjustment for congestion or mobility. 
· Information provision: The donor-CU should collect latency information (e.g., L2 measurement reports) per BH RLC channel from each IAB-node. The latency may be a filtered latency status or some long term average (e.g., congestion levels).  Based on the latency information provided from descendant nodes, the CU is able to configure routing based on latency information per BH RLC channel for routing enhancement. 
· Technical feasibility: It is feasible because the single-hop PDB configuration can be reused.
Distributed solution: a timestamp is maintained (e.g., BAP header per BH RLC SDU) for calculating the remaining PDB to meet the PDB requirement for a packet from IAB-donor to UE across the IAB network.
· Timestamp maintenance: The timestamp value for each BH RLC SDU needs to be updated to a remaining PDB value at an IAB-node, so that the IAB-node can prioritize the packet forwarding according to the remaining PDB information. It also makes that a latency aware routing mechanism may be possible for a packet. 
· Information provision: The information of one-hop latency per BH RLC channel for each IAB-node is maybe only kept on each IAB-node and can be a real-time or some long-term latency. 
· Technical feasibility: How to calculate the “remaining PDB” and include such information in the header of a packet are the details needed more discussion. With regard to the latency reference for the packets, we think that some limitations of packet processing need a careful consideration. Huawei [2] commented that this time is likely to be a miniscule part of the overall time to process a packet by the IAB-node, which will likely be dominated by time spent in RLC and HARQ buffers. Ericsson [3] proposed a short timestamp for delay budget which can be carried in the adaptation header of the packets. As the span for the PDB is on the range of 50ms-300ms a short timestamp would be sufficient. 
The following table shows an analysis of the two solutions in five impacts. 
	
	Centralized solution
	Distributed solution

	Standard Impact
	PDB related QoS configuration for the single-hop scenario can be reused to the multi-hop IAB scenario. 
	A new timestamp field in BAP header is added. 

	Flexibility of PDB arrangement
	Flexibility is low because the PDB value is configured per BH RLC channel per destination in advance. If there is a budget time left in the previous hop of one BH RLC channel of a packet, it is wasted and useless in the current hop. 
	Flexibility is high because an IAB-node can prioritize the packet forwarding according to the remaining PDB information. 

	Overhead
	Latency measurements need to be provided to donor-CU from the descendant nodes.
	Delay calculation is performed per BH RLC SDU at BWP layer at intermediate IAB-nodes. 

	Technical Feasibility
	feasible
	A detailed mechanism of the “remaining PDB” is needed.  

	Cooperation with routing
	Based on the provision of latency measurement per BH RLC channel, a routing enhancement at donor-CU can be realized.
	A latency aware routing mechanism may be possible at intermediate IAB-nodes. 


Based on Rel-16, routing and BH RLC channel selection are both configured by the IAB-donor. Because the centralized solution can reuse the single-hop PDB configuration, it can be considered as baseline. For the distributed solution, because a new timestamp filed needs to be designed, it may be introduced as optional. 
Proposal 2: Centralized solution (i.e., BH-RLC PDB configured by IAB-donor) can be considered as baseline, and distributed solution (i.e., remaining PDB updated by IAB-node) may be introduced as optional. 
There were discussions related to this issue last meeting, and we can have some progress this time. For example, Ericsson [4] had an observation that in Rel-16, the CU can configure an intermediate IAB node with a per-hop PDB per BH-RLC channel. The IAB node can apply packet discarding policies on the basis of this information and scheduling decisions. Ericsson proposed that if RAN2 identifies the need to enhance latency handling, RAN2 should focus on following solutions, such as: 

a.
Introducing a PDB per BH RLC channel per destination (up to RAN3).  

b.
Introducing an indication in each packet of the remaining PDB at previous hop.
2.3   Other issues 
1. Discard timer
Some companies suggested to consider the discard timer in multi-hop IAB. In [5], CATT proposed that BH RLC discard timer operated in BH RLC entity should be introduced to save BH UL resource. In [6], ZTE proposed to support the packet discard operation at BAP entity of IAB node. In [7], Qualcomm proposed that RAN2 to consider the following options for determining when to discard a packet by an intermediate IAB-node/IAB-donor-DU:

Option 1: A discard timestamp is added to the BAP header at the traffic entry point to the BAP layer.

Option 2: The IAB-donor-CU provides an additional discard PDB with a more relaxed value than the one-hop PDB of the BH RLC CH.
However, Ericsson [4] had the opposite opinion and proposed that RAN2 to avoid specifying latency-related solutions that can be handled by the IAB node implementation, e.g., packet discarding. Therefore, we suggest RAN2 to evaluate the benefit of discard timer first, then decide the candidate solutions. For example, we think that it is beneficial to define a discard criterion clearly in order to ensure the fairness between UEs. 
Proposal 3: RAN2 is suggested to evaluate the benefit of discard timer in IAB. 

2. L2 measurement report
In [6], ZTE proposed that in order to support the routing path configuration based on actual latency, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. In [8], Fujitsu discussed the delay measurement report of access link and backhaul link in UL and DL. For access link delay measurement, Fujitsu proposed that it should be based on DRBs per UE and reuse the L2 measurements defined in TS 38.314. For the backhaul link delay measurement, it should be done separately per BH RLC channel and needs more discussions. 
Proposal 4: RAN2 is suggested to consider the delay measurement report of access link and backhaul link to donor CU. 
3   Conclusions

Based on the discussion, we have the following proposals:

Proposal 1: An IAB-node should have latency reference for the packets being scheduled to meet the overall or remaining PDB. 
Proposal 2: Centralized solution (i.e., BH-RLC PDB configured by IAB-donor) can be considered as baseline, and distributed solution (i.e., remaining PDB updated by IAB-node) may be introduced as optional. 
Proposal 3: RAN2 is suggested to evaluate the benefit of discard timer in IAB. 
Proposal 4: RAN2 is suggested to consider the delay measurement report of access link and backhaul link to donor CU. 
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