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1 Introduction
In RAN2 #113e, many issues on topology-wide fairness, multi-hop latency and congestion are identified [1]. It was agreed that companies are encouraged to propose solutions for these identified issues starting from this meeting. 

In this contribution, we would like to discuss solutions on how to improve fairness, multi-hop latency and congestion mitigation for IAB network.
2 Discussion 
2.1 Fairness Enforcement
In RAN2 #113e, the following issues on topology-wide fairness are agreed to be the focus of future work: 

· ISSUES: eIAB work on topology-wide fairness will focus on the following issues

IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement.

IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)

Owing to the many-to-one mapping between UE DRBs and BH BLC channel, current BAP sublayer design will not differentiate the UE bearers within an RLC channel in buffering and scheduling. Even UE bearers in a same BH RLC channel have similar QoS requirement, they may have quite different dynamics of data rate or traffic amount. Some UE bearers may occupy the BH RLC channel, which causes other UE bearers in the same BH RLC channel experiencing longer latency. An IAB network should attempt to schedule the wireless resources to meet each UE bearer's requirement regardless of the number of hops a given UE is away from the Donor DU. 
Topology-wide fairness in an IAB network is a complicated QoS issue based on fair use of processing resources of IAB nodes and so on. In our opinion, UE bearer level fairness is the best fairness granularity to be supported with enhancement on Rel-16 IAB spec, since it has a simple design and can provide fine granular fairness as close as to a non-IAB network.
To support UE bearer level fairness, UE bearer information needs to be included in BAP header. This information is useful for both downlink and uplink fairness enforcement. For downlink, the DU scheduler can provide fairness among UE bearers through enhanced scheduling algorithm. For uplink, the fairness can be enforced to specific logical channels via LCP procedure enhancement. It can be done at IAB-MT of each IAB node. 
Proposal 1: UE bearer ID is added in BAP header.

Since the scheduling algorithm is implementation issue, we only discuss the uplink fairness enforcement in this section.
According to 3GPP TS38.321, the LCP procedure is applied whenever a new transmission is performed. Bj is the bucket variable maintained for each logical channel j. We introduce a similar variable Bk, which is the logical channel variable maintained for each UE bearer k on the logical channel j, if there are more than one UE bearers on this logical channel. UE bearers on the same logical channel share the same logical channel configurations configured by RRC, such as priority, PBR (prioritized bit rate), BSD (bucket size duration), etc. Bk is updated in the same way as Bj, only that the PBR is replaced with PBR/K in calculation, where K is the number of UE bearers on logical channel j.
When a new transmission is performed, and if logical channel j is selected for resource allocation, select MAC SDU from the UE bearer with the highest Bk one by one, until either the data for logical channel j or the UL grant is exhausted, whenever comes first. Update Bk and Bj every time a MAC SDU is selected. 

The above LCP enhancements have low impact on the specification and are easy to implement. It will mainly address the above IF-2 issue. A simple illustration is shown in Figure 1 on how this enhancement can improve topology-wide fairness. In Figure 1a, the UE bearers (in pink and blue) may be congested in the first two hops, leading to the UE bearer (in yellow) experiencing longer latency. In Figure 1b, the two congested UE bearers will not affect the performance of the other UE bearer since each IAB node has made bearer-level fair decision in resource allocation.
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(a) Without fairness enforcement                           (b) with fairness enforcement

Figure 1. Example of uplink LCP enhancement for fairness
In summary, we have the following proposals:
Proposal 2: Uplink fairness can be enforced by introducing a new logical channel variable (Bk) for each UE bearer in LCP procedure at IAB-MT.
Proposal 3: Bk for each bearer is updated using 1/K of the PBR of its logical channel j. If logical channel j is selected for resource allocation, select MAC SDU from the UE bearer with the highest Bk one by one.
2.2 Multi-hop Latency

To ensure the overall PDB is met for a packet, the CU chooses the routing path as well as BH RLC channel for each UE bearer to make sure the overall latency along the path for the packet is less than the overall PDB. The PDB for the BH RLC channel is determined and configured by the donor CU. The expected one-hop PDB of the UE bearers which are mapped to the BH RLC channel can be considered as the same as the PDB of the BH RLC channel. The donor CU chooses the routing path for the UE bearers based on per-hop PDB of BH RLC channel. In this way, the overall PDB of a packet can be ensured if each IAB-node ensures the per-hop PDB for the BH RLC channel. The fairness on latency can be achieved as bearers with different one-hop PDBs are mapped to different BH RLC channels and scheduling priority is done among RLC channels based on their different PDBs. 

Observation 1: The expected one-hop PDB of a UE bearer mapped to the BH RLC channel can be considered as the same as the PDB of the BH RLC channel to achieve the overall PDB of a packet.
The per-hop PDB for the BH RLC channel is configured by the donor CU, but it may vary along the same routing path. The donor CU can determine the per-hop PDB for BH RLC channel based on actual (real-time) latency of BH RLC channel. IAB node should measure and report the one-hop latency for each BH RLC channel to the donor CU.
Proposal 4: The IAB-node should measure and report the one-hop latency for each BH RLC channel to the donor-CU for the donor-CU to configure per-hop PDB for BH RLC channel.

The one-hop BH latency in DL consists of DL delay in DU and DL delay over the air interface, which can be measured by the DU of IAB node. 

Proposal 5: The one-hop BH latency in DL consists of DL delay in DU and DL delay over the air interface, which can be measured by the DU of IAB node.

There are two options for the measurement of one-hop BH latency in UL. 

· Option 1: It’s similar to the measurement of access link delay. The backhaul delay for UL consists of UL BAP delay, which refers to BAP queuing delay for the channel from packet arrival at BAP entity of the IAB-MT until the UL grant to transmit the packet is available, UL RLC latency and UL delay over the backhaul air interface. The MT of IAB-node performs the measurement of UL BAP delay. The DU of parent IAB node measures UL RLC latency and UL delay over the air interface.
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Figure 2 One option of measurement for BH link delay
· Option 2: The backhaul delay for UL includes UL delay in MT, which refers to the delay from packet arrival at BAP sublayer until the last part of the packet is scheduled and sent to MAC, and the UL delay over the backhaul air interface. The MT of IAB node performs those measurement for backhaul delay of UL.  
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Figure 3 Another option of measurement for BH link delay
Proposal 6: RAN2 to choose from the following two options for the measurement of one-hop BH latency in UL. 

· The one-hop BH latency in UL consists of UL BAP delay, UL RLC latency and UL delay over the backhaul air interface. The MT of IAB-node measures UL BAP delay. The DU of parent IAB node measures UL RLC latency and UL delay over the backhaul air interface.

· The one-hop BH latency in UL includes UL delay in MT and the UL delay over the backhaul air interface, which are measured by the MT of IAB node.
Since the access link PDB is configured for each UE bearer, the access link measurement should be based on DRBs per UE and reuse the L2 measurement already defined in TS 38.314. The access link delay for UL consists of UL PDCP delay, UL RLC latency and UL delay over the air interface, while the access link delay for DL consists of DL delay in DU and DL delay over the air interface. Referring to Figure 4, the UE should measure the UL PDCP delay. The DU of access IAB node should measure the DL delay in DU, DL delay over the air interface, UL RLC latency and UL delay over the air interface. 

Proposal 7: The access link delay measurement should be based on DRBs per UE and reuse the L2 measurements defined in TS 38.314.
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Figure 4 Measurement for access link delay
2.3 Congestion Mitigation

In RAN2 #113e, the following issues on congestion mitigation are agreed to be the focus of future work:
· R2 has concluded that there is sufficient interest among companies to address the following two issues:

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 

IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion.

· Both IC-1 and CI-7 are related to RAN3. RAN3 seems to also work on this, so to what extent R2 shall work on this is currently not clear. 

In RAN3#111e, the following agreements on CP-based and UP-based congestion mitigation are made [2]:
The CP-based congestion indication may contain reporting:

- per BAP routing ID and/or

- per child link and/or

- BH RLC CH ID

(downselection is FFS).

The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.

The CP-based congestion indication pertains to DL congestion.

Consider the following two options for the UP-based approach to IAB congestion mitigation:

- No enhancements;

- Packet marking-based approach.

For CP-based congestion indication, the reporting procedure and contents are in the RAN3 realm. The congestion reporting trigger may have impact on BAP sublayer, e.g., whether it is related to the hop-by-hop flow control indication. 
For UP-based congestion mitigation, packet marking-based approach may also affect the BAP specification. When and how to mark the BAP header and pass the indicate of the existence of congestion to current DDDS can involve RAN2 work.
Based on above, it is better for RAN2 to wait for RAN3’s decision on the CP-based and UP-based approach for congestion mitigation. After that RAN2 can work on the trigger of the CP-based congestion reporting and possibly packet marking for UP-based approach.
Proposal 8: RAN2 waits for RAN3 on CP-based and UP-based congestion mitigation. 
3 Conclusion

In this contribution we discuss improvements for topology-wide fairness, multi-hop latency and congestion mitigation. We make the following proposals:
Proposal 1: UE bearer ID is added in BAP header.

Proposal 2: Uplink fairness can be enforced by introducing a new logical channel variable (Bk) for each UE bearer in LCP procedure at IAB-MT.
Proposal 3: Bk for each bearer is updated using 1/K of the PBR of its logical channel j. If logical channel j is selected for resource allocation, select MAC SDU from the UE bearer with the highest Bk one by one.
Observation 1: The expected one-hop PDB of a UE bearer mapped to the BH RLC channel can be considered as the same as the PDB of the BH RLC channel to achieve the overall PDB of a packet.
Proposal 4: The IAB-node should measure and report the one-hop latency for each BH RLC channel to the donor-CU for the donor-CU to configure per-hop PDB for BH RLC channel.

Proposal 5: The one-hop BH latency in DL consists of DL delay in DU and DL delay over the air interface, which can be measured by the DU of IAB node.

Proposal 6: RAN2 to choose from the following two options for the measurement of one-hop BH latency in UL. 

· The one-hop BH latency in UL consists of UL BAP delay, UL RLC latency and UL delay over the backhaul air interface. The MT of IAB-node measures UL BAP delay. The DU of parent IAB node measures UL RLC latency and UL delay over the backhaul air interface.

· The one-hop BH latency in UL includes UL delay in MT and the UL delay over the backhaul air interface, which are measured by the MT of IAB node.
Proposal 7: The access link delay measurement should be based on DRBs per UE and reuse the L2 measurements defined in TS 38.314.
Proposal 8: RAN2 waits for RAN3 on CP-based and UP-based congestion mitigation.
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