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1      Introduction
During RAN2 #113e meeting, how to notify UE about multicast session start/activation was discussed during email discussion, RAN2 asks SA2 to further clarify about whether and what the difference is between a session start and session activation/between a session stop and session deactivation. RAN2 further receives feedbacks from SA2 in S2-2102077 [1] and request RAN2 for confirmation whether NG-RAN node can notify session activation to UEs based on MBS session ID. 
In this contribution, we first analyze the multicast session call flow impact to RAN and discuss how NG-RAN can notify/decide multicast session activation/deactivation to UEs according to session activation/deactivation defined by SA2. A reply feedback to SA2 liaison is also proposed in section 2.2.
2      Discussion
RRC state for Multicast Service
Following responses and contexts are captured in LS and TR23.757.
	S2-2102077:
SA2 agreed to remove session start/stop procedures towards RAN and only have activation/inactivation procedures for multicast.
For broadcast, only session start/stop are applicable.  
More details are provided in the attached agreed PCR
TR23.757:
-	Active multicast session: Established multicast session in active state. Multicast data are transmitted to UEs that joined the multicast session. 5GC resources for the multicast session are reserved. Corresponding Radio resources are reserved depending on participating UE locations. UEs that joined the multicast session are in CM CONNECTED state. UEs are allowed to join the multicast session (subject to authorization check)
-	Inactive multicast session: Established multicast session in inactive state. No multicast data are transmitted. UEs that joined the multicast session may be in CM CONNECTED or CM IDLE state. UEs are allowed to join the multicast session (subject to authorization check).


According to the definition, UEs in RRC_CONNCTED and RRC_INACTIVE state can receive multicast data via an active multicast session. Recalling delivery mode 1 and delivery mode 2 defined in RAN2 #112e meeting, RRC_CONNCTED UE can receive high QoS requirement multicast services in delivery mode 1, RRC_INACTIVE UE can receive low QoS requirement multicast services in delivery mode 2. If there’s no multicast data transmitting, UE can also switch or stay in RRC_CONNCTED, RRC_INACTIVE and RRC_IDLE.
Proposal 1: [bookmark: _Ref68133983]UE can receive multicast services with high QoS (reliability or latency) requirement in RRC_CONNCTED state. Switching to RRC_INACTIVE and RRC_IDLE state is allowed when multicast session transits to inactive state. 
Proposal 2: [bookmark: _Ref68133991]UE can receive multicast services with low QoS requirement in RRC_CONNCTED and RRC_INACTIVE state. Switching to RRC_IDLE is allowed when multicast session transits to inactive state.
For power saving, as discussed in the companion contribution [2], RAN can also configure UE in delivery mode 1 with DRX. Following states of UE can be considered and switching between each state depends on RAN implementation.
	
	Delivery mode 1
	Delivery mode 2

	Active multicast session
	1) RRC_CONNECTED (with DRX)
	1) RRC_CONNCTED (with DRX)
2) RRC_INACTIVE (with DRX)

	Inactive multicast session
	1) RRC_CONNECTED
2) RRC_INACTIVE
3) RRC_IDLE
	1) RRC_CONNCTED
2) RRC_INACTIVE
3) RRC_IDLE


Multicast session activation
The call flow of UE joining MBS session and PDU session modification for multicast is captured in TR23.757 Figure 8.2.3-1 (See also in Appendix). After receiving the announcement of multicast address that UE can join from the content provider, the UE sends PDU Session Establishment/Modification Request (step 4) via NAS signaling to request joining the interested multicast group. The UE need to stay in RRC_CONNCTED and wait until it receives PDU Session Modification Command from N1 SM container (step 12). RAN is aware of multicast session establishment upon receiving N2 session modification request in the UE context once UE is authorized to join the multicast group. Multicast group identity, session context ID and QoS related information are included in the modification request.
NG-RAN performs the necessary access network resource modification and UE configuration at step 13. Since UE is still in the RRC_CONNECTED state to receive PDU session modification command in step 12, for multicast services transmitted over delivery mode 1, UE can receive its multicast configuration for receiving multicast data via dedicated RRC signaling. 
UE joins an active multicast session
If multicast session is in active state (multicast data is transmitted to UEs) at step 13, RAN can maintain the joined UE in the RRC_CONNCTED state and this UE starts to receive multicast data. In this case, dedicated RRC signaling is used as multicast session activation notification. There’s no need to notify session activation to UE with a separate message.
Proposal 3: [bookmark: _Ref68133996]If UE joins an active multicast session, dedicated RRC signaling is treated as multicast session activation. Separate session start notification is not needed. 
UE joins an inactive multicast session
For delivery mode 1, it is discussed in [3] that QoS requirement includes both latency and reliability aspects according to RAN2 agreement. For services with high reliability requirement, it is essential to send such services in delivery mode 1, since at least HARQ is supported to provide higher reliability. For services with sensitive latency requirement, staying at RRC_CONNCETED state is essential by avoiding time consumption caused by RRC state switching. Hence, three types of multicast services are included in delivery mode 1: 1) latency sensitive multicast services; 2) high reliability multicast services; 3) latency sensitive and high reliability multicast services.
Proposal 4: [bookmark: _Ref61609430]Delivery mode 1 is used for high QoS multicast services including: 1) latency sensitive multicast services; 2) high reliability multicast services; 3) latency sensitive and high reliability multicast services.
When UE joins an inactive multicast session, according to the QoS requirement that RAN received, RAN can decide whether to transit UE’s RRC state into RRC_INACTIVE/RRC_IDLE or stay in RRC_CONNECTED after multicast configuration is sent to UE (step 13). For example, if UE has joined a high reliability but latency insensitive multicast service, RAN can decide to transit UE into RRC_INACTIVE and RRC_IDLE for power saving. On the other hand, for sensitive latency multicast services, RAN can decide to keep UE in RRC_CONNECTED even if multicast session is inactive. When multicast data starts transmission is decided by content provider. According to the call flow, such information is not visible to CN and RAN. Hence, RAN cannot notify UEs that joined the multicast group to transfer to RRC_CONNECTED state in advance for data reception. Once content provider starts multicast data transmission, the multicast session is activated. 
Observation 1: [bookmark: _Ref68134007]Start time of multicast data transmission is decided by content provider and it is not visible to RAN and CN.
As RAN or UE cannot prepare to go to RRC_CONNECTED by knowing the start time of multicast service, RAN needs to send multicast activation notification to RRC_INACTIVE and RRC_IDLE UEs in some way, so that UEs can go to RRC_CONNECTED and receive multicast services via delivery mode 1. In SA2 #143e meeting, group paging was agreed to reduce high load on paging channel as well as increased paging latency [4] (not for normative phase). Different group paging methods are also proposed in [5][6][7] in last RAN2 meeting.
In summary, multicast activation notification to RRC_INACTIVE and RRC_IDLE UEs can consider the following four options:
1) Legacy individual paging message
2) Group paging via multicast session ID (e.g. TMGI or G-RNTI)
3) Group paging via indication in short message (similar as SIB modification)
In the following paragraph, we further analyze and compare the pros and cons among four listed options above.
1) Legacy individual paging message
In this option, legacy paging is considered to notify RRC_INACTIVE UEs and RRC_IDLE UEs about multicast session activation. RRC_INACTIVE UEs is notified via RAN paging and RRC_IDLE UEs is notified via CN paging. In the paging message, only UE identities who will receive multicast data are included. UE does not know the reason why it is paged for or which multicast service it is paged for. However, the number of UE receiving multicast session activation via legacy paging may be limited by the maximum number of paging UE in one paging occasion (i.e. maxNrofPageRec = 32). If the number of UE interested in one multicast service in one paging occasion is larger than 32, RAN needs to send paging messages to the rest UEs in the up-coming paging occasions in multiple times. This may cause different degrees of delay among UEs in receiving multicast service.
Observation 2: [bookmark: _Ref68206490]Legacy paging can be used as multicast session activation to RRC_INACTIVE and RRC_IDLE UEs through multiple POs. 
2) Group paging via multicast session ID (e.g. TMGI or G-RNTI)
In this option, network reuses paging occasion for unicast service, and send group paging message using a new paging UE identity (G-RNTI or TMGI) when multicast session becomes active. This option allows all UEs in the certain paging occasion to go to RRC_CONNECTED around the same time, rather than limited by 32 users per paging message. Meanwhile, UE can also know which multicast service is requesting UE to go to RRC_CONNECTED state. If the multicast session ID(s) of the UE interested multicast service matches the multicast session ID(s) in paging message, the UE goes to RRC_CONNECTED and starts to receive multicast data. Otherwise, the UE continues to stay in RRC_CONNECTED or RRC_IDLE.
After UE joins the multicast service group, UE may only know TMGI of the multicast service, which is granted via NAS message after the joining procedure. Group paging with G-RNTI as UE identity was proposed and discussed in [5]. However, G-RNTI is not available at UE when paging is requested. Besides, G-RNTI is only suitable for multicast services transmitted via PTM transmission scheme, as UE will use C-RNTI for PTP transmission. In this case, TMGI is proposed to be used as multicast session ID in paging message. 
Observation 3: Group paging via TMGI can be used as multicast session activation to RRC_INACTIVE and RRC_IDLE UEs via signaling TMGI as paging UE identity. G-RNTI may not be available at UE when paging occurs. G-RNTI is also not suitable for paging UEs who will receive multicast data via PTP transmission.
3) Group paging via indication in short message (similar as SIB modification)
In this option, multicast activation indication is sent to RRC_INACTIVE and RRC_IDLE UEs via short message. As shown in below figure, short message now has 5 bits empty which can be used for multicast activation indication. As there’s not enough room in short message to include TMGI of the active multicast session, one bit can be used to indicate whether one or more multicast session becomes active at the network side. 
	Bit
	Short Message

	1
	systemInfoModification
If set to 1: indication of a BCCH modification other than SIB6, SIB7 and SIB8.

	2
	etwsAndCmasIndication
If set to 1: indication of an ETWS primary notification and/or an ETWS secondary notification and/or a CMAS notification.

	3
	stopPagingMonitoring
This bit can be used for only operation with shared spectrum channel access and if nrofPDCCH-MonitoringOccasionPerSSB-InPO is present.
If set to 1: indication that the UE may stop monitoring PDCCH occasion(s) for paging in this Paging Occasion as specified in TS 38.304 [20], clause 7.1.

	4 – 8
	Not used in this release of the specification, and shall be ignored by UE if received.


UEs in one paging occasion can be interested in different multicast services. With only one bit indication, UE cannot differentiate which multicast service is indicated in short message. Assuming legacy paging is combined with this short message, the number of paged UE is still limited by 32 per paging message. 
As proposed in [7], an alternative way is to reuse systemInfoModification for multicast session activation, considering multicast configuration can be configured via SIB. However, this will request all UEs going to RRC_CONENCTED and some UE may get nothing if there’s no active multicast session for itself. This will cause significant waste of network resources and has significant impact on UE battery.
Observation 4: [bookmark: _Hlk68206572]Group paging via indication in short message can be used as multicast session activation to RRC_INACTIVE and RRC_IDLE UEs via using one bit to indicate whether there’s multicast session(s) becomes active. Innocent UEs will go to RRC_CONNECTED as this indication cannot indicate the exact active multicast service.
Proposal 5: [bookmark: _Ref68206348]For delivery mode 1, RAN group paging via TMGI is used as multicast session activation to RRC_INACTIVE UEs and CN group paging via TMGI is used as multicast session activation to RRC_IDLE UEs.
For delivered mode 2, as agreed in RAN2 #113e meeting, two-step based approach as adopted by LTE SC-PTM is reused for the transmission of PTM configuration for NR MBS. In this case, for delivery mode 2, RAN sends multicast session activation to UE via MCCH change notification mechanism. The details are discussed in the companion contribution [8].
Proposal 6: [bookmark: _Ref68134043][bookmark: _Hlk68206247]For delivery mode 2, RAN sends multicast session activation to UE via MCCH change notification mechanism.
Reply LS to SA2
	SA2 response:
SA2 would like to confirm that it is necessary for UE to receive the MBS Session activation notification (e.g., legacy paging) when it is served by a non-supporting NG-RAN node. 
SA2 follow-up question: SA2 asks RAN2/RAN3 for feedback on whether UEs camping on non-supporting NG-RAN nodes can be notified using MBS session ID or the 5GC is required to fallback to regular paging for UEs that have not connected during MBS session activation. 


RAN2 response:
RAN2 assumes a non-supporting MBS NG-RAN node will not create MBS session, individual traffic delivery mode is expected to send multicast data to the UE via UE-specific PDU session. MBS session ID (i.e. TMGI) is not visible to non-supporting NG-RAN. The 5GC is required to fallback to regular paging for UEs that have not connected during MBS session activation.
	SA2 response:
SA2 concludes that it is beneficial, e.g. for signalling efficiency, to support 5GC requesting NG-RAN nodes to notify session activation of an MBS session to UEs based on MBS session ID, at least to NG-RAN nodes supporting MBS. 
SA2 follow-up question: SA2 requests RAN2 for confirmation whether NG-RAN node can notify session activation to UEs based on MBS session ID. SA2 normative work on this aspect will be pending RAN2 conclusion.


RAN2 response:
For delivery mode1, NG-RAN node can notify session activation to RRC_CONNECTED UEs via dedicated RRC signaling. RAN group paging via TMGI is used as multicast session activation to RRC_INACTIVE and CN group paging via TMGI is used as multicast session activation to RRC_IDLE UEs.
For delivery mode 2, MCCH change notification is used to indicate multicast session activation.
Proposal 7: RAN2 to take above responses into consideration in the reply LS to SA2.
3      Conclusion
In this contribution, we discussed the RRC state of UE after joining to a multicast group according to its corresponding session state (active/inactive). Regarding to the RRC state, RRC signaling can be treated as session activation to RRC_CONNECTED UEs. RAN is also required to send session activation to UE via group paging based on TMGI if UE is in RRC_INACTIVE or RRC_IDLE to receive multicast data. In the end, a draft RAN2 response is proposed to be included in the reply LS to SA2.
We propose the following observations and proposals:
Proposal 1:UE can receive multicast services with high QoS (reliability or latency) requirement in RRC_CONNCTED state. Switching to RRC_INACTIVE and RRC_IDLE state is allowed when multicast session transits to inactive state.
Proposal 2:UE can receive multicast services with low QoS requirement in RRC_CONNCTED and RRC_INACTIVE state. Switching to RRC_IDLE is allowed when multicast session transits to inactive state.
Proposal 3:If UE joins an active multicast session, dedicated RRC signaling is treated as multicast session activation. Separate session start notification is not needed.
Proposal 4:Delivery mode 1 is used for high QoS multicast services including: 1) latency sensitive multicast services; 2) high reliability multicast services; 3) latency sensitive and high reliability multicast services.
Observation 1:Start time of multicast data transmission is decided by content provider and it is not visible to RAN and CN.
Observation 2:Legacy paging can be used as multicast session activation to RRC_INACTIVE and RRC_IDLE UEs through multiple POs.
Observation 3: Group paging via TMGI can be used as multicast session activation to RRC_INACTIVE and RRC_IDLE UEs via signaling TMGI as paging UE identity. G-RNTI may not be available at UE when paging occurs. G-RNTI is also not suitable for paging UEs who will receive multicast data via PTP transmission.
Observation 4:Group paging via indication in short message can be used as multicast session activation to RRC_INACTIVE and RRC_IDLE UEs via using one bit to indicate whether there’s multicast session(s) becomes active. Innocent UEs will go to RRC_CONNECTED as this indication cannot indicate the exact active multicast service.
Proposal 5:For delivery mode 1, RAN group paging via TMGI is used as multicast session activation to RRC_INACTIVE UEs and CN group paging via TMGI is used as multicast session activation to RRC_IDLE UEs.
Proposal 6:For delivery mode 2, RAN sends multicast session activation to UE via MCCH change notification mechanism.
Proposal 7:RAN2 to take above responses into consideration in the reply LS to SA2.
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5      Appendix


Figure 8.2.3-1 in TR23.757: PDU Session modification for multicast
1.	The content provider may send a request to register and reserve resources for a multicast group to the NEF and communicate the related multicast address as detailed in Figure 8.2.3-2.
	The content provider may invoke the services provided by the NEF to provision the multicast information. The multicast information is used to identify (e.g., IP Address of multicast data) and reserve resources for the multicast. The NEF selects MB-SMF controlling an MB-UPF serving as ingress point for the multicast data and creates a multicast context and stores related information including the SMF ID in the UDR. The MB-SMF may request the MB-UPF to allocate an IP address and Port for ingress multicast traffic, which is then provided to the content provider via NEF.
NOTE 1:	The request to reserve resources for the corresponding multicast session is optional and can be replaced by configured data based on commercial agreements. If IP multicast is used in the external network, the content provider does not require information where to send the multicast data.
NOTE 2:	SMF and MB-SMF can be identical.
2.	The UE registers in the PLMN (see clause 4.2.2.2 of TS 23.502 [8]) and request the establishment of a PDU session (see clause 4.3.2.2 of TS 23.502 [8]). The UE also indicates its capability to receive multicast data over the radio. The AMF obtains information from the UDM whether the UE can join multicast sessions as part of the SMF Selection Subscription data. If so, for direct discovery, the AMF selects an SMF capable of handling multicast sessions based on locally configured data or a corresponding SMF capability stored in the NRF and also indicates the UE's capability to receive multicast data over the radio to the SMF.
3.	The content provider announces the availability of multicast using higher layers (e.g., application layer). The announcement includes at least the multicast address of a multicast group that UE can join.
4.	To join the multicast group, the UE sends the PDU Session Establishment/Modification Request either upon a request from higher layers or upon a detection by lower layers of UE joining a multicast group (i.e., detection of IGMP or MLR and detection of the change of content of these messages). The PDU Session Modification Request shall include information about multicast group, which UE wants to join, such as multicast addresses listed in the IGMP and MLR messages. This information is needed for configuration of the UPF with appropriate packet filters.
5.	The AMF invokes Nsmf_PDUSession_UpdateSMContext (SM Context ID, N1 SM container (PDU Session Modification Request with the multicast information)).
6.	The SMF may check whether the UE is authorized to join the multicast session. The SMF may interact with PCF, UDR or NEF for that purpose. See Figure 8.2.3-3
7.	If SMF has no information about the multicast context for the indicated multicast group, SMF checks at the UDR whether a multicast context for the multicast group (address) exists in the system. If the multicast context for the multicast group does not exist and information about multicast group in the join request contains a source specific multicast address, then depending on operator policy the SMF may create it when the first UE joins the multicast group, store the multicast context including itself as multicast controlling SMF in the NRF, and configure the UPF to handle the multicast data distribution (SMF and MB-SMF, and UPF and MB-UPF in this flow are then identical). If it is the first UE joining the multicast group, the MB-UPF may also have to join the multicast tree towards the content provider; the MB-SMF should request the MB-UPF to join the multicast tree when configuring the MB-UPF, see e.g. Step 15 and 26. If a multicast context already exists in the NRF, the SMF retrieves the related information, including information related to MB-SMF controlling the multicast ingress point.
NOTE:	If RFC 8777 [24] is used towards the content provider and the UE request to join an unknown source specific multicast address, the SMF can check whether the UE requests a valid source specific multicast address: RFC 8777 [24] uses a trusted DNS server and a secure connection. The SMF can validate using that DNS server whether the SSM address is valid, and thus check whether the UE joins a valid SSM and protect against DoS attack as well as unexpected radio resource usage
8-9.:	If SMF has no information about the multicast context for the indicated multicast group, SMF interacts with MB SMF to retrieve QoS information of the multicast QoS flow(s).
10.	SMF requests the AMF to transfer a message to the RAN node using the Namf_N1N2MessageTransfer service (N2 SM information (PDU Session ID, Multicast Context ID, MB-SMF ID, multicast QoS flow information), N1 SM container (PDU Session Modification Command (PDU Session ID, multicast information (Multicast Context ID, multicast QoS flow information, multicast address)) to:
-	create a multicast context in the RAN, if it does not exist already; and
-	inform about the relation between the multicast context and the UE's PDU session.
	Based on operator policy, if the SMF is configured to prepare for unicast fall-back, the SMF maps the received QoS information of the multicast QoS flow into unicast QoS flow information of the PDU Session, and includes the information of the unicast QoS flows and the information about the association between those unicast QoS flows and the multicast QoS flows in the N2 SM information. If dedicated unicast QoS flows are required, the information includes the one about those dedicated unicast QoS flows. SMF also includes information about those unicast QoS flows in the N1 SM container.
Editor's note:	Providing associated unicast QoS flows at this stage needs to be confirmed.
11.	The N2 session modification request is sent to the RAN. The request is sent in the UE context using the PDU Session Resource Modify Request message enhanced with multicast related information, which includes a multicast group identity (e.g., multicast address), Multicast Session context ID, and multicast flow information such as multicast QoS Flow ID and associating QoS information. The RAN uses the multicast group identity to determine that the session modification procedures corresponds to one multicast group. In other words, the RAN learns what UEs are receiving the same multicast data from the multicast group identity. When the RAN receives a session modification request for previously unknown multicast group identity, the RAN configures resources to serve this multicast group.
12.	The N1 SM container (PDU Session Modification Command) is provided to the UE.
13.	The RAN performs the necessary access network resource modification such as configuration of PTP or PTM bearers. RAN node checks whether the user plane for the multicast group/context distribution is already established towards the RAN node. If RAN supports MBS, RAN configures the UE for receiving the multicast data via multicast session.
NOTE 3:	The details of access network resource modification should be studied in the RAN WGs.
14.	RAN nodes selects the AMF to reach MB-SMF and signals a request towards AMF [MB-SMF ID, Multicast context/group ID]. If the RAN node is configured to use a unicast transport for multicast distribution sessions, it allocates a downlink tunnel ID (an IP address and a GTP-U TEID) for the reception of the multicast distribution session and indicates the downlink tunnel information in the request.
15.	AMF forwards the request towards the MB-SMF
16.	For unicast transport of the multicast distribution session, MB-SMF configures MB-UPF to transmit the multicast distribution session towards RAN (using the received IP address and a GTP-U TEID).
17.	MB-SMF sends a multicast distribution session response to AMF. For multicast transport of the multicast distribution, it indicates in the downlink tunnel information the transport multicast address for the multicast session.
18.	AMF forwards multicast distribution session response to RAN node.
19.	The RAN sends the session modification response, which does not include the unicast tunnel information.
20.	The AMF transfers the session modification response received in step 18 to the SMF. The SMF determines that the shared tunnel is used for multicast packet transferring and the interaction with UPF is not needed.
21.	MB-UPF receives multicast PDUs, either directly from the content provider or via the MBSF-U that can manipulate the data.
22.	MB-UPF sends multicast PDUs in the N3/N9 tunnel associated to the multicast distribution session to the RAN. There is only one tunnel per multicast distribution session and RAN node, i.e., all associated PDU sessions share this tunnel.
23.	The RAN selects PTM or PTP radio bearers to deliver the multicast PDUs to UEs that joined the multicast group.
24.	The RAN performs the transmission using the selected bearer.
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