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Introduction
In RAN2 #112e meeting, two delivery modes are agreed for MBS delivery [1], i.e. 
	For Rel-17, R2 specifies two modes: 
	1: One delivery mode for high QoS (reliability, latency) requirement, to be available in CONNECTED (possibly the UE can switch to other states when there is no data reception TBD)
	2: One delivery mode for “low” QoS requirement, where the UE can also receive data in INACTIVE/IDLE (details TBD).
	R2 assumes (for R17) that delivery mode 1 is used only for multicast sessions. 
	R2 assumes that delivery mode 2 is used for broadcast sessions. 
	The applicability of delivery mode 2 to multicast sessions is FFS.


And for delivery mode 2 there have been further progress in RAN2 #112e meeting:
	UE receives the MBS configuration (for broadcast/delivery mode 2) by BCCH and/or MCCH (TBD), and this can be received in Idle / Inactive mode. Connected mode FFS (dep on UE cap and where service is provided etc). A notification mechanism is used to announce the change of MBS Control information.


To progress on delivery mode 2, in this contribution, we discuss on the FFS part and some other aspects which have not been well addressed by email discussion [4]. 
More specifically, the discussions cover the following aspects,
· Delivery mode 2 for multicast session,
· PTM configuration transmission, including, PTM configuration of delivery mode 2 to connected UEs, Area specific PTM configuration, on-demand MBS configuration, Multiple MCCHs within one cell.
· Change notification mechanism, including baseline for change notification mechanism, group based change notification mechanism.
· Service continuity mechanism.
Our proposals are summarized in section 3. 
Discussion
Delivery mode 2 for multicast session
According to previous conclusion, the applicability of delivery mode 2 to multicast sessions is FFS.‎ In our view it is not reasonable to restrict the usage of delivery mode 2 only to broadcast session. One major concern is to mandate that the UEs receiving multicast services should always stay in the connected state is not feasible in some scenarios. More specifically, it is indicated in [2] that “The 5G system would support multicast service to a large number of UEs in a cell, which may exceed the normal admission control limits for the cell. An example of approaches under SA6’s consideration is using intra-cell service continuity on multicast bearers from connected mode to other mode(s) of operation (e.g. idle)”. 
On the other hand, delivery mode 1 is used for multicast sessions with high QoS requirement in connected mode. Then how to deliver the MBS services with low QoS requirement is to be addressed. The straightforward way is to deliver it with delivery mode 2 which is used for low QoS requirement. 
However, an alternative has been proposed by companies, i.e. multicast session is limited to multicast services with high QoS requirements and for MBS services that do not require high QoS, it can always use broadcast session. This mechanism is problematic. First of all, According to the SA2 TR 23.757 [3], the main difference between multicast session and broadcast session is that UE need to join the multicast session before multicast reception. So the multicast session should not be limited to services required to support high QoS requirements. Furthermore, such mechanism seems to require specific restrictions to network implementation, and it also introduces requirements on certain coordination between network entities and service providers, which is out of the scope of 3GPP. In this sense the effectiveness of such mechanism is not guaranteed, which means RAN2 cannot make such assumption. 
Therefore, multicast sessions should be used for multicast services with low QoS requirement as well and delivery mode 2 should be allowed for multicast session.
Proposal 1: Delivery mode 2 can be used for multicast session with low QoS requirement. 
PTM configuration transmission
Issue 1: How to deliver PTM configuration of delivery mode 2 to connected UEs.
Based on the summary of the Email discussion [4], whether dedicated signaling can be used for transmitting PTM configuration of delivery mode 2 to connected UE is to be discussed further.
The BCCH/MCCH is transmitted on CORESET#0 in the initial BWP, and the initial BWP may not always overlap with the dedicated BWP allocated to UE. So there should be a way for UE to get PTM configuration via dedicated signaling in this case. The RRC dedicated signaling (i.e. dedicated SIB-like) should be allowed for deliver PTM configuration of delivery mode 2 to connected UEs.
Proposal 2: Both MCCH and dedicated signaling can be used for transmitting PTM configuration of delivery mode 2 to connected UE.
Issue 2: Area specific PTM configuration.
In practice broadcast services span across an area including multiple cells belonging to the same NG-RAN node or different NG-RAN nodes. If common PTM configuration is used across cells, the use of area specific PTM configuration can help to ensure better service continuity during mobility.
For cells within a DU or within a NG-RAN node, it seems not very complicated to use common PTM configuration of a specific service as resources of the cells are under the same NG-RAN node’s control. 
For inter NG-RAN nodes case, more aspects need to be considered. One aspect is how to exchange and align the PTM configuration among the NG-RAN nodes, which may be difficult but is still feasible. Moreover, this may be more up to network implementation and deployment policy. So for scalability and flexibility of deployment, area specific PTM configuration for inter NG-RAN node case can also be supported.
Proposal 3: Area specific PTM configuration (e.g. in MCCH) is supported. 
Issue 3: Whether to support on-demand MBS configuration.
This issue has been discussed in email discussion [4], companies’ views on this are divergent 
There is a potential advantage that the on-demand mechanism may beneficial on reducing resource consumption when no UE is in the broadcast service area. But service area of broadcast session is assumed to be controlled in a static manner. Then the broadcast service will be transmitted in a cell regardless of whether there is UE interested in the corresponding service. Since the occupation of UP resource is ongoing. Hence it does not make much sense to only reduce the resource consumption on CP.
On the other hand, the disadvantages by using on-demand MBS configuration are obvious, which can be summarized as following,
· Extra latency for service setup time.
· Extra interruption during cell reselection
· Extra interaction with network for broadcast session.
Hence On-demand mechanism should not be used for MBS configuration.
Proposal 4: On-demand mechanism is not supported for MBS configuration.
Issue 4: Multiple MCCHs within one cell.
The views on whether to use Multiple MCCHs to meet different latency requirement of services is divergent according to the email discussion [4]. 
[bookmark: OLE_LINK2][bookmark: OLE_LINK3]Support of multiple MCCHs in a cell may be problematic. First of all, it is not clear if it is feasible to group the broadcast sessions by latency requirement. Furthermore, there are some impacts to NG-RAN and UE. More radio resources need to be allocated for multiple MCCHs in the cell and the common part of the configuration is to be repeated on each MCCH. Another drawback is that UE may need to monitor multiple MCCHs, which will result in the increase of power consumption in UE. 
Hence, multiple MCCHs should not be supported, considering the impact to NG-RAN and UE.
Proposal 5: Multiple MCCHs within one cell is not supported.
Change notification mechanism
Issue 1: Baseline for change notification mechanism.
In email discussion [4], the majority view is to take LTE SC-PTM approach as baseline for delivery mode 2. And purpose of change notification mechanism is also discussed in the email discussion. There is consensus that the change notification mechanism is used for session start. Meanwhile, some companies think it can also be used for changes of PTM configuration due to other purpose (e.g. modification of the transmission cycle for a service). Companies with this view believe this is the mechanism in SC-PTM and should be reused by NR MBS. 
It seems companies have different understanding on the SC-PTM approach, i.e. whether the change notification mechanism is also used for change to the ongoing services. So we take a closer look at the SC-PTM mechanism. The general change notification mechanism for SC-PTM can be found in Appendix (i.e. section 5). Obviously there are two approaches in SC-PTM for change notification, i.e. one for normal UEs, and another for NB-IoT UEs, BL UEs or UEs in enhanced coverage. More specifically,
1. For normal UE, the change notification mechanism is only used to announce changes of SC-MCCH due to Session Start, and for other cases, “The UE detects changes to SC-MCCH which are not announced by the notification mechanism by SC-MCCH monitoring at the modification period”.
The change notification mechanism for normal UE in SC-PTM is shown in Figure 1,


Figure 1

2. For NB-IoT UEs, BL UEs or UEs in enhanced coverage, there are specific change notification mechanism used to announce changes of SC-MCCH due to Session Start and announce changes of SC-MCCH for the ongoing service.
Normal UEs should be the main use cases for NR MBS, so it is reasonable to take the change notification mechanism for normal UEs in SC-PTM as baseline. Then consequently the change notification mechanism should only be used to announce changes of PTM configuration (e.g. carried by MCCH) due to Session Start.
Proposal 6: The change notification mechanism for normal UEs in SC-PTM is the baseline for delivery mode 2. 
Proposal 7: Change notification mechanism is only used to announce changes of PTM configuration (e.g. carried by MCCH) due to Session Start.
One more thing to be considered for change notification mechanism is whether we need consider the change notification mechanism for delivery mode 1 and delivery mode 2 together.
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]Change notification mechanism is also necessary for delivery mode 1. UE operating in delivery mode 1 may stay in idle and inactive mode when the multicast session is deactivated or established but not started yet. When the multicast session starts or activates, UE in idle and inactive mode need to be notified with a change notification mechanism.
As discussed in SA2 and also in companies’ papers for last RAN2 meeting, CN based group paging or enhanced short message (i.e., in paging DCI) is proposed to notify the session start/activation of multicast session.
However, there is a change notification mechanism (i.e.SC-PTM mechanism as baseline) for delivery mode 2 already, and it seems this change notification mechanism can be used for delivery mode 1 as well. More specifically, a unified change notification mechanism is possible for both delivery mode 1 and delivery mode 2. 
Hence, there are two options on the change notification mechanism for delivery mode 1 and delivery mode 2.
Option 1: A unified change notification mechanism (i.e. SC-PTM mechanism) is used as baseline for both delivery mode 1 and delivery mode 2. FFS on any enhancement to SC-PTM mechanism.
Option 2: Paging based mechanism is used as baseline for delivery mode 1 and SC-PTM mechanism (i.e. in SC-N-RNTI based DCI) is used as baseline for delivery mode 2.
A unified change notification mechanism is beneficial as it can reduce the design effort and has less specification impact. So we are wondering whether we still need an extra design (i.e. paging based mechanism) for delivery mode 1. Hence, RAN2 can discuss whether a unified change notification mechanism is used for both delivery mode 1 and delivery mode 2.
Proposal 8: Discuss whether a unified change notification mechanism can be used for both delivery mode 1 and delivery mode 2.
Issue 2: Group based notification mechanism.
For group based change notification mechanism, in the email discussion many companies think it is too early to discuss it as it is enhancement but not a critical issue. However, we still can have a look at the potential solutions if group based change notification mechanism is adopted later.
The first thing to consider is how to group the services. It may be more a network implementation and whether need standardization is FFS. Some potential methods as following can be used by network.
· Services are grouped into two groups: multicast and broadcast.
· Services are grouped into multiple groups by different latency requirement.
· Services are grouped into two groups: frequently changed and non-frequently changed.
· Services are grouped into multiple groups by TMGIs, i.e. service whose TMGI mod 8 = m belongs group #m.
Regardless of which manner the services are grouped in, there are several solutions can be used to notify the service change by groups. These solutions are to introduce enhancement to SC-PTM change notification mechanism, as listed below in the proposal.
[bookmark: OLE_LINK1]Proposal 9: The following solutions can be considered if group based change notification is necessary,
· Option 1: A unique RNTI (i.e. SC-N-RNTI like) is used in different time or frequency position to notify the change of a specific group.
· Option 2: Multiple RNTIs (i.e. SC-N-RNTI like), i.e. a specific RNTI is used to notify the change of a specific group.
· Option 3: Each bit in the bitmap in the DCI is used to notify the change of a specific group.
Service continuity mechanism
According the majority view in email discussion [4], Service continuity for delivery mode 2 is needed and in general the SC-PTM mechanism for service continuity can be reused. More specifically, the following detailed configuration in SC-PTM are proposed to reused in the email summary according to the majority view,
· MBMS assistance information are provided by both USD (i.e. user service description)  and system information (i.e. SIB15).
· Support frequency prioritization during cell reselection.
· Support UE awareness of MBS services on frequency basis.
· List of neighbour cells providing MBS services.
However, for the last bullet “List of neighbour cells providing MBS services”, it may need more discussion as it seems companies have different understanding on SC-PTM mechanism.
The purpose of the list of neighbour cells can be found in TS 36.300, it is specified in TS 36.300as the following,
	For each MBMS service provided using SC-PTM, E-UTRAN indicates in the SC-MCCH the list of neighbour cells providing this MBMS service so that the UE can request unicast reception of the service before changing to a cell not providing the MBMS service using SC-PTM.


According to the above statement, the list of neighbour cells providing MBMS services is sent to the UE to indicate whether a neighbour cell could provide the ongoing services. If the service is not provided in target cell during mobility, UE can request unicast reception of the service (i.e. UE requests to setup a PDU session) in advance. And then the service can be continued with the PDU session. 
When it comes to NR MBS, whether to reuse the above mechanism needs to reconsidered as the establishment of unicast reception for MBS in NR may be different from LTE SC-PTM. 
For multicast session received in connected mode, SA2 has concluded that an associated PDU session, if not exist, can be established by CN when mobility to non-5GMBS-supporting cells happens. The details can be found in clause 8.2.2 in TR 23.757 [2], as following,
	-	It shall be possible to establish an Associated PDU session for cases, if not exists, where mobility to non-5GMBS-supporting cells happens.


It seems CN level mechanism is sufficient, so there is no need for RAN2 to have further enhancements for the issue.
Observation 1: For multicast session received in connected mode, associated PDU session is established on CN level when UE moves to non-5GMBS-supporting cells.
For multicast session received in idle mode, whether the mechanism to ensure the service continuity between MBS cell and non-MBS should be considered after multicast session in delivery mode 2 is concluded.
Observation 2: For multicast session received in idle mode, the service continuity between MBS cell and non-MBS is to be considered after multicast session in delivery mode 2 is concluded.
Regarding the mobility between MBS cell and non-MBS cell for broadcast, the In SA2, there is a key issue#8 identified for the switching between unicast and broadcast when UE moves from a MBS cell to a non-MBS cell, or vice versa. However, SA2 has concluded that the key issue#8 is not addressed in Rel17, 
	[bookmark: _Toc50193153][bookmark: _Toc50467298][bookmark: _Toc54730093][bookmark: _Toc55203244][bookmark: _Toc57450227][bookmark: _Toc57450631]8.4	8.4	Key Issue #8: Reliable switching between unicast and broadcast delivery methods
This key issue is not addressed in Release 17.


Hence, RAN does not need to consider this scenario as well.
Observation 3: For broadcast session, service continuity between MBS cell and non-MBS cell is not supported.
Therefore, whether the list of neighboring cells providing MBS services is needed should be discussed further.
Proposal 10: FFS on whether the list of neighboring cells providing MBS services in PTM configuration is needed.
Conclusion
In this contribution, we discuss on delivery mode 2 remaining aspects, based on which the observations and proposals are summarized as the following. 
Delivery mode 2 for multicast session
Proposal 1: Delivery mode 2 can be used for multicast session with low QoS requirement. 
PTM configuration transmission
Proposal 2: Both MCCH and dedicated signaling can be used for transmitting PTM configuration of delivery mode 2 to connected UE.
Proposal 3: Area specific PTM configuration (e.g. in MCCH) is supported. 
Proposal 4: On-demand mechanism is not supported for MBS configuration.
Proposal 5: Multiple MCCHs within one cell is not supported.
Change notification mechanism
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]Proposal 6: The change notification mechanism for normal UEs in SC-PTM is the baseline for delivery mode 2. 
Proposal 7: Change notification mechanism is only used to announce changes of PTM configuration (e.g. carried by MCCH) due to Session Start.
Proposal 8: Discuss whether a unified change notification mechanism can be used for both delivery mode 1 and delivery mode 2.
Proposal 9: The following solutions can be considered if group based change notification is necessary,
· Option 1: A unique RNTI (i.e. SC-N-RNTI like) is used in different time or frequency position to notify the change of a specific group.
· Option 2: Multiple RNTIs (i.e. SC-N-RNTI like), i.e. a specific RNTI is used to notify the change of a specific group.
· Option 3: Each bit in the bitmap in the DCI is used to notify the change of a specific group.
[bookmark: _GoBack]Service continuity mechanism
Observation 1: For multicast session received in connected mode, associated PDU session is established on CN level when UE moves to non-5GMBS-supporting cells.
Observation 2: For multicast session received in idle mode, the service continuity between MBS cell and non-MBS is to be considered after multicast session in delivery mode 2 is concluded.
Observation 3: For broadcast session, service continuity between MBS cell and non-MBS cell is not supported.
Proposal 10: FFS on whether the list of neighboring cells providing MBS services in PTM configuration is needed.
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Appendix
The general change notification mechanism for SC-PTM are specified in 36.300 as following,
	-	Except for NB-IoT UEs, BL UEs or UEs in enhanced coverage a notification mechanism is used to announce changes of SC-MCCH due to Session Start:
-	The notification is sent in the first subframe in a repetition period where the SC-MCCH can be scheduled. The notification is sent using the DCI format 1C with SC-N-RNTI and one bit within the 8-bit bitmap;
-	When the UE receives a notification, it acquires the SC-MCCH in the same subframe;
-	For NB-IoT UEs, BL UEs or UEs in enhanced coverage:
-	Two notification mechanisms are used to announce changes of SC-MCCH due to Session Start:
-	A notification is sent in the DCI with SC-RNTI scheduling SC-MCCH. When the UE receives the notification, it acquires the SC-MCCH in the same modification period;
-	A notification is sent in the DCI with G-RNTI scheduling SC-MTCH. When the UE receives the notification, it acquires the SC-MCCH in the next modification period;
-	One notification mechanism is used to announce changes of SC-MCCH for the ongoing service:
-	The notification is sent in the DCI with G-RNTI scheduling SC-MTCH. When the UE receives the notification, it acquires the SC-MCCH in the next modification period.
-	The UE detects changes to SC-MCCH which are not announced by the notification mechanism by SC-MCCH monitoring at the modification period.
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