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1   Introduction
This tdoc contains a collection of proposed solutions for various issues identified in R2-2009073 and in the company submissions to AI 8.4.2 of RAN2#112-e.
More specifically, this document is produced to capture the following discussion:
· [AT112-e][030][eIAB] Fairness Latency Congestion (Samsung)


Scope: A) Confirm easy agreeable proposals captured in R2-2009073 (short deadline), make modifications to the proposals if needed for final agreement. 


B) From R2-2009073 and input contributions below put applicable solution proposals on the table, with a short principal solution description, how the solution is intended to help and possibly comments on complexity, if applicable. In case there are many solutions, initial focus could be on promising and widely proposed/supported solutions. Further discussion and decision making is expected on-line week 2.

Intended outcome: Report


Deadline: Ready Nov 11 (for on-line discussion Nov 11), Intermediate deadlines by Rapporteur. 

This document focuses on the yellow-highlighted bit (i.e. aspects under B)); the discussion under A) will be carried out separately.
2   Phase-1: collecting details on proposals
2.1   Fairness
Based on various issues identified in R2-2009073, and the company submissions to AI 8.4.2 of RAN2#112-e, main solutions to ensuring fairness focused on enhancements to IAB node decision-making and were centred around the following 3 pillars:
· Share with IAB nodes the number of bearers in a channel 

· Include bearer ID in the BAP header
· Provide enhanced scheduling assistance info/cost function

The companies are invited to fill in the Table below, by providing their own solutions, which can be based on above. Enough detail needs to be provided so that in Phase-2 we can assess the solutions.

If an existing entry already captures your solution, or contains as-is a solution you support, you can just add your company name (in brackets) in that row. If you think your solution is a variant of an existing entry, you may wish to number your entry to show the link (e.g. existing solution is no.3 ( your solution becomes no.3a).

Table 1 – focus on fairness
	Solution ID
	Company
	Short solution description 
	How does this solution address fairness?
	Comments on complexity

	1
	LG
	The IAB-donor CU can configure/allocate LCH priority differently depending on the location of each UE. For this, LCH priority can be increased to support finer topology-wide fairness.
	The IAB-donor CU can figure out how to satisfy QoS for each UE’s service all over the path. To be specific, even though UE1 (one hop distance), UE2 (two hops distance), and UE3 (three hops distance) want to receive same service, i.e., same QoS, the QoS is related to LCH (logical channel) priority on each hop and the IAB-donor CU can configure/allocate LCH priority differently depending on the location of each UE. 
	Complexity is low because this solution uses the current configuration as much as possible. Increasing LCH priority would be straightforward and specification impact is marginal.

	2
	AT&T
	Allow exchange of BH scheduling benefit metric directly between child and parent nodes via BAP which can be used to provide downstream radio conditions to the schedulers of higher-up IAB nodes or donor nodes 
	The scheduler at the parent-IAB node may not have all the information needed to make appropriate scheduling decisions for different bearers/RLC channels across multiple child-IAB nodes (especially the closer to the donor the parent node is). A benefit metric from child-IAB nodes to parent-IAB nodes can allow the parent-IAB node to provide appropriate weighting of bearers as well (e.g. for a PF scheduler). In addition, such a benefit metric could incorporate link quality across multiple hops for a given route.
	Complexity would be roughly analogous to downstream RLF indication from Rel-16. Need to define BAP control PDUs with one or more fields which allow the introduction of a BH scheduling benefit metric.

	3
	Intel
	QoS-based load balancing for balancing traffic load among BH RLC channels holding UE bearers with similar QoS profile. 
	It can help to solve unfairness caused by unbalanced workload among BH RLC channels. Fairness between different BH RLC channels with similar QoS requirement can be also beneficial to reduce congestion and reach similar latency for UEs with same QoS requirement
	Low complexity, Mobility load balancing for SON can be used as baseline, only need to modify the load related information report to donor CU per BH RLC channel, where load related information has been defined in TS38.300 for SON load balancing.

	4
	Intel
	Include bearer ID and hop count of the routing path in the BAP header
	It can provide latency reference to intermediate IAB node, in order to take the UE bearer with higher hop number into higher priority for fairness scheduling. Hence bring end user same QoS experience regardless of the hop number.
	Low complexity, introduce a new BAP header format

	5
	Intel
	Introduce a fairness enforcer between IAB node DU and the MT
	Fairness scheduling depends on LCH priority, it is also possible multiple UE bearers map to the same LCH. Fairness enforcer before the DU submits data it has received to the MT, can help to reduce impact of unfair data volume and hop number to fairness scheduling
	IAB DU need a new function entity as fairness enforcer.


2.2   Latency
Based on various issues identified in R2-2009073, and the company submissions to AI 8.4.2 of RAN2#112-e, main solutions to ensuring fairness focused on the following issues and related solutions:

· Enhancements to IAB node decision-making 

· Providing IAB node with topology info for incoming packets (e.g. number of remaining hops)

· Providing IAB node with QoS info (e.g. CU shares info; BAP header contains QoS info)

· Include bearer ID in the BAP header

· Support packet discard at intermediate nodes due to PDB restrictions

· Enhancements to pre-BSR

· Increasing the number of LCGs on BH links

· Allowing local re-routing for purposes other than RLF 

· Enhancements to CU configuration capabilities 

· Providing Donor-CU with info on e.g. link status (RLF/congestion)

The companies are invited to fill in the Table below, by providing their own solutions, which can be based on above. Enough detail needs to be provided so that in Phase-2 we can assess the solutions.

If a previous entry already captures your solution, you can just add your company name in that row. If you think your solution is a variant of an existing entry, you may wish to number your entry to show the link (e.g. existing solution is no.3 ( your solution becomes no.3a).

Table 2 – focus on latency
	Solution ID
	Company
	Short solution description 
	How does this solution address latency?
	Comments on complexity

	1
	CATT
	IAB-node is provided with topology information by donor CU, e.g., the number of remaining hops in the upstream or downstream. 
	Topology-wide fairness requires that UE experience the same QoS for the same service regardless of the number of hops between the UE and the Donor CU. UE with more hops should be prior scheduled
	Specification impact is minor. The information of remaining hops can be configured by donor CU. The details can be further studied.

	1a
	Intel
	Include hop count in the BAP header
	Only remaining hop number known at intermediate IAB node is not enough. Other than the issue mentioned in solution 1, for upstream, it is also possible that different UE has same remaining hop number, but total hop number is different. In this case, only consider the remaining hop may not be useful. The UE with higher total hop number should be scheduled with priority due to long latency it has experienced. 
	Low Complexity. New BAP header format is required.

	2
	CATT
	Donor CU provides the one-hop PDB to IAB-node. IAB-node can discard the expired packets due to the provided one-hop PDB limitation. 
	Discarding the expired packets at intermediate IAB-node can improve the radio resource efficiency. It also has benefits for congestion mitigation
	Specification impact is minor. The one-hop PDB to IAB-node is provided by donor CU.

	3
	CATT
	The number of LCG for IAB-MT can be increased. The detail of LCG number can be further studied.

	If the number of LCG is increased for IAB-MT, the scheduling in parent nodes will be more refined based on extension LCGs.
	It should be specified new BSR and pre-emptive BSR formats regarding to extension LCGs. 

	4
	LG
	Buffer size calculation for Pre-emptive BSR is specified.
	Buffer size calculation for pre-emptive BSR is left to implementation in Rel-16. However, since there is no aligned principle for buffer size calculation, some IAB nodes may report the pre-emptive BSR with a larger buffer size information than the expected data volume to be arrived, in order to reduce UL transmission latency and enhance UL transmission efficiency
	Complexity and specification impact would be low.


2.3   Congestion
Based on various issues identified in R2-2009073, and the company submissions to AI 8.4.2 of RAN2#112-e, main solutions to ensuring fairness focused on the following issues and related solutions:

· Enhancements to DL HbH congestion control (e.g. support forwarding of feedback to ancestor node; agreeing new triggering conditions e.g. reception of feedback from child node)
· Whether to introduce UL HbH flow control (what would be the benefits etc.)
· Allowing local re-routing for purposes other than RLF 
· Introduce new types of RLF indication on the backhaul

The companies are invited to fill in the Table below, by providing their own solutions, which can be based on above. Enough detail needs to be provided so that in Phase-2 we can assess the solutions.

If a previous entry already captures your solution, you can just add your company name in that row. If you think your solution is a variant of an existing entry, you may wish to number your entry to show the link (e.g. existing solution is no.3 ( your solution becomes no.3a).

Table 3 – focus on congestion
	Solution ID
	Company
	Short solution description 
	How does this solution address congestion?
	Comments on complexity

	1
	CATT
	When parent IAB-node receives a DL HbH flow control message from child IAB-node, the parent IAB-node forwards the DL HbH flow control message to ancestor IAB-node.
	It can reduce the data transmission from ancestor IAB-node to parent IAB-node to avoid the long-term congestion.
	We should discuss when the parent IAB-node forwards the DL HbH flow control message to ancestor IAB-node.

	1a
	Intel
	Hop-by-hop flow control feedback is triggered by “receipt of flow control feedback from child node”
	An IAB node who receives flow control feedback can inform congestion to ancestor nodes (i.e., parent node and parents of parent nodes) in advance (before it itself experience congestion) and avoid series IAB node congestion, it can also help to reduce packet transmission from the source of the data. 
	Low complexity comparing with solution 1, add a trigger condition simple to achieve.

	2
	CATT, Intel
	Parent IAB-node should indicate the UL HbH flow control message to child IAB-node.
	Child IAB-node can reduce the UL grant of descendant IAB-node.  It can mitigate the congestion of child IAB-node. If child IAB-node is in DC case, it will mitigate the congested link rather than both two links. Suspending upstream data after receiving flow control message, also can help to reduce packet drop.
	A new UL HbH flow control message should be designed. 

	3
	CATT, LG, Intel
	Upon receiving HbH Flow control message, the local re-routing can be performed to mitigate the congestion.
	In DL, the parent node can select another link for data transmission. It will not cause the congestion of parent IAB-node. Local re-routing can mitigate the long-term congestion.
	The R16 re-routing mechanism due to RLF can be re-used. The mapping table for re-routing is controlled by donor CU.

	4
	CATT, LG, Intel
	‎‎Introduce two new RLF notifications, such as “BH recovering indication” and “BH recovered indication”. The detail behaviours can be further discussed. This issue has been covered by another e-mail discussion.
	When the IAB-node receives “BH recovering indication”, the IAB-node may reduce or stop the upstream transmission or try to find an alternative path to replace the one in problem. When the IAB-node receives “BH recovered indication”, the IAB-node may recover the upstream transmission. 
“BH recovering indication” that is triggered upon detection of BH RLF and “BH recovered indication” that is triggered upon recovery from BH RLF
	Design two new RLF notifications, such as “BH recovering indication” and “BH recovered indication”.

	5
	Intel
	Introduce a flow control leaving feedback when buffer falls back under threshold
	It can avoid IAB node sending flow control feedback multiple times due to long-term congestion or when buffer falling back under buffer threshold. 
	Low complexity. A new flow control feedback from congested IAB node to its parent node

	6
	Intel
	Introduce a congestion indication to child node of congested IAB node
	This can help to avoid long-term packet loss at child node of congested IAB node. Child node of congested IAB node can switch to a new parent node (by donor-CU/local rerouting/
RRC re-establishment).
	Low complexity. A new message from congested node to its child nodes.


3   Phase-2: collecting views on solutions proposed
…
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��We wonder whether this should be discussed in 8.4.3 email discussion [AT-112e][031]?





