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1	Introduction
This contribution discusses different RAN2 aspects of topology-adaptation enhancements.
2	Discussion
2.1	Uplink hop towards a descendant node
One topic discussed in the post-RAN2#111 e-mail discussion #903 was route redundancy via a dual-connected descendant node. This seems to be one specific case of BAP-routing paths containing both UL and DL hops. Rel-16 BAP disallows such routes:
[bookmark: _Toc46491316]5.2.1.1	[Data transfer – Transmitting operation] General
The transmitting part of the BAP entity on the IAB-MT can receive BAP SDUs from upper layers and BAP Data Packets from the receiving part of the BAP entity on the IAB-DU of the same IAB-node, and construct BAP Data PDUs as needed (see clause 4.2.2). The transmitting part of the BAP entity on the IAB-DU can receive BAP Data Packets from the receiving part of the BAP entity on the IAB-MT of the same IAB-node, and construct BAP Data PDUs as needed (see clause 4.2.2).
Another case of paths with UL and DL hops is a configured BAP-routing path where the next hop towards an IAB node’s descendant node is the IAB node’s parent. 
Observation 1:	Beside route redundancy via dual-connected descendant node, another case of BAP-routing paths with both UL and DL hops is a path towards a descendant node with an uplink next-hop link.
Such an “upside-down J”-shaped path (when one pictures the Donor at the top) could be selected for re-routing by an IAB node that has no DL next hops towards the destination descendant available. Just like the J-shaped path discussed in the RAN2 e-mail, such a path would allow continued delivery of data at RLF, improving on the current BAP routing where the paths toward a given destination available to an IAB node run out once all the DL-only (or UL-only) paths towards the destination run out.
To some extent, the consideration of a DL hop towards the Donor is obfuscated by the concurrent RLF recovery by the MT of the IAB node scheduling that DL hop, as well as the inherited RLF consideration by child nodes if the recovery fails. In this respect, the mirror-image case of uplink hop towards a descendant is simpler because the IAB nodes part of such an “upside-down-J” path will not have to abandon their current parents due to the RLF, which in this case is experienced by a child node of the IAB node doing the re-routing.
Observation 2:	The case of a routing path with uplink hop towards a descendant node is simpler than a route via a dual-connected descendant node, because the IAB nodes part of such an “upside-down-J” path will not have to abandon their current parents due to the RLF causing the need for such a path.
Proposal 1: 	Beside route redundancy via a dual-connected descendant node, RAN2 also consider BAP-routing paths towards a descendant node with a parent node as next hop (i.e. consider routing paths with both UL and DL hops in general).
2.2	Local rerouting enhancements in case of BH RLF 
In Rel-16, when a BH RLF occurs, rerouting can be done locally at the IAB node if there is an alternative route to the same destination node. As illustrated in Fig. 1, in case Path#1 is not available due to the BH RLF between IAB#1 and IAB#2 (see Scenario a), IAB#1 may select Path#2 via IAB#4 for the BH data destined to Donor DU. However, if IAB#2 cannot deliver a packet to IAB#3 due to the BH RLF between IAB#2 and IAB#3 (see Scenario b), local rerouting is not feasible at IAB#2 as there is no alternative route to the same destination node. 
Observation 3:	Local rerouting can be done locally at the IAB node if there is an alternative route to the same destination node.
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Figure 1. Multi-hop IAB deployment with two paths to the destination (Upstream traffic)
Rel-16 also introduces the BH RLF indication for the failure handling when an IAB node fails to recover from a BH RLF. For instance, in Fig. 1, in case Path#1 is not available due to the BH RLF recovery failure between IAB#2 and IAB#3 (see Scenario b), BH RLF indication may be sent to IAB#1. If the rerouting is possible at IAB#1, IAB#1 may select Path#2 via IAB#4 for the BH data, which is destined to Donor DU, for the future routing. On the other hand, BAP PDUs which were successfully sent to IAB#2 but not to IAB#3 (due to a BH RLF in Path#1) cannot be rerouted by IAB#1 to IAB#4. That is because BAP entity may only reroute the BAP Data PDUs, which were not acknowledged by the lower layer, to an alternative path [1]. However, to enable improved local rerouting by a child IAB node in case of BH RLF at a parent node, the BAP PDUs can be stored by the BAP entity until the expiry of a BAP discard timer despite the received RLC ACKs. This way, the data packets can be rerouted by a child IAB node via an alternative path if a BH RLF indication is received while the PDUs are still not discarded. In this case, to avoid congestion and fulfil the QoS requirements, the BAP discard timer needs to be specified, which determines the maximum time interval that a PDU can be stored by the BAP entity. The BAP discard timer was also proposed at 3GPP RAN2#111e meeting [2]. 
Observation 4:	In case of BH RLF, BH RLF indication may be sent to the child nodes. Rerouting may be possible at a child IAB node if an alternative path exists when the BH RLF indication is received. 
Observation 5:	Since the BAP entity may only reroute the BAP Data PDUs, which were not acknowledged by the lower layer, to an alternative path, it is not possible at the child IAB node to locally reroute the BAP PDUs which were successfully sent to the parent IAB node but not to the ancestor in case of a BH failure between the parent and ancestor nodes.
Proposal 2:	BAP PDUs are not discarded by the BAP entity until the expiry of a BAP discard timer despite the received RLC ACKs. In case of a received BH RLF indication, the buffered PDUs are rerouted by the child IAB node via an alternative path.
2.3	CP/UP split
For more robust CP performance and minimized latency, for Rel.16 EN-DC was enhanced to support F1-C routing via the MN node (LTE) where the BH would be on higher band (FR1). The same benefits would be achieved for SA deployment on FR1 and FR2 where the F1-C would use the connection on FR1. Both RAN2 and RAN3 have such enhancement for inter-CU redundancy scenario.
As the priority, RAN3 agreed to consider Scenario 1 and 2 for CP/UP separation: 
· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node) 
· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)
Figures 2a and 2b below illustrate examples of the network structure for Scenarios 1 and 2. There can be one of more hops on the FR2 leg but the FR1 is assumed to be single hop thanks to better FR1 coverage. CP on FR1 would minimize the latency by avoiding multiple hops over the BH links. The access IAB-node (IAB#3 in the figure) has DC connection over FR1 and FR2 where the MCG and SCG can be either on FR1 or FR2 depending on whether the MN or SN is the donor.


    
Figure 2a: Scenario 1												Figure 2b: Scenario 2
Corresponding enhancements as specified for X2 (EN-DC) to carry F1-C would be needed for Xn in the SA scenario, i.e. Xn shall be extended to carry F1-C traffic between the CUs. This is for RAN3 to specify.
The RRC signalling in EN-DC was extended to carry F1-C traffic as a container (DedicatedInfoF1c IE) in the DLInformationTransfer and ULInformationTransfer -messages. Straightforward approach would be to extend corresponding NR messages to convey the F1-C traffic.
Proposal 3: NR DLInformationTransfer and ULInformationTransfer -messages are enhanced to carry F1-C traffic in order to enable CP/UP separation in a NR-DC scenario.
In Scenario 1, RRC signalling between access-IAB-MT and MN is on FR1 and therefore already has a robust connection. In Scenario 2, the MN and MCG is on FR2. However, RRC signalling can use split SRB allowing to use the SCG leg for the RRC connection. This can be done with existing specifications and no enhancements are needed to support CP/UP split in this regard.
Proposal 4: No RRC changes are required for the two scenarios to have RRC connection over the FR1 connection.
As for the other scenarios, RAN3 should elaborate and agree upon them before RAN2 involvement.
Proposal 5: RAN2 to wait for RAN3 analysis and agreements on other scenarios before any further actions.

3	Conclusion
In this contribution we made the following observations and proposals:
Observation 1:	Beside route redundancy via dual-connected descendant node, another case of BAP-routing paths with both UL and DL hops is a path towards a descendant node with an uplink next-hop link.
Observation 2:	The case of a routing path with uplink hop towards a descendant node is simpler than a route via a dual-connected descendant node, because the IAB nodes part of such an “upside-down-J” path will not have to abandon their current parents due to the RLF causing the need for such a path.
Observation 3:	Local rerouting can be done locally at the IAB node if there is an alternative route to the same destination node.
Observation 4:	In case of BH RLF, BH RLF indication may be sent to the child nodes. Rerouting may be possible at a child IAB node if an alternative path exists when the BH RLF indication is received. 
Observation 5:	Since the BAP entity may only reroute the BAP Data PDUs, which were not acknowledged by the lower layer, to an alternative path, it is not possible at the child IAB node to locally reroute the BAP PDUs which were successfully sent to the parent IAB node but not to the ancestor in case of a BH failure between the parent and ancestor nodes.
Proposal 1: 	Beside route redundancy via a dual-connected descendant node, RAN2 also consider BAP-routing paths towards a descendant node with a parent node as next hop (i.e. consider routing paths with both UL and DL hops in general).
Proposal 2:	BAP PDUs are not discarded by the BAP entity until the expiry of a BAP discard timer despite the received RLC ACKs. In case of a received BH RLF indication, the buffered PDUs are rerouted by the child IAB node via an alternative path.
Proposal 3: NR DLInformationTransfer and ULInformationTransfer -messages are enhanced to carry F1-C traffic in order to enable CP/UP separation in a NR-DC scenario.
Proposal 4: No RRC changes are required for the two scenarios to have RRC connection over the FR1 connection.
Proposal 5: RAN2 to wait for RAN3 analysis and agreements on other scenarios before any further actions.
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