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1 Introduction
This is the summary report for tdocs submitted to the NR-U user plane agenda items (6.2.2): 
2 Random Access
2.1 2-step RACH
[2] points out that according to current specified behavior, UE needs to monitor the PDCCH for Random Access Response identified by the C-RNTI even for cases when MSGA PUSCH wasn’t transmitted due to LBT failure and C-RNTI MAC CE was included in the MSGA MAC PDU. Accordingly, the proposal is to relax the UE behaviour, i.e. UE doesn’t need to monitor PDCCH addressed to C-RNTI for cases when MSGA PUSCH wasn’t transmitted due to LBT failure. Even though the observation made in [2] is correct, the proposed change seems to be an optimization. 

Question 1: Do companies see a need to change the current UE behavior such, that UE does not need to monitor the PDCCH identified by C-RNTI when LBT fails for msgA PUSCH transmission
	Company
	Reply 
(y/n)
	Additional comments

	LG
	No
	It’s already discussed in RAN#109 meeting.

Agreements 

…
7.
: a UE in connected mode monitors PDCCH addressed to C-RNTI in addition to the MsgB-RNTI, if LBT fails only for the payload part of MsgA (no spec changes required)
…


	Ericsson
	No
	Agree with LG, RAN2 has already concluded this issue in RAN2#109.

	OPPO
	No
	


3 LBT related issues

3.1 Discussion on LBT Failure Detection and Recovery During HO with DAPS and CHO
According to the NR-U discussion on the consistent LBT failure detection in the RAN2#109bis meeting, RAN2 made the following agreements [1]:

	Agreements:
5
Reply to RAN4 that UL LBT failure detection/recovery is applicable per current specifications to RA in R15-based handover, R15 SN addition/change, and PSCell addition, given the UE is in connected mode.  LBT failure detection/recovery is not applicable per current specifications in RRC setup, resume, re-establishment, or release with redirection, as the UE does not have lbt-FailureRecoveryConfig during those procedures

6
Reply to RAN4 that no enhancements are planned in R-16 for UL LBT failure detection and recovery during handover, RRC setup, resume, re-establishment, or release with redirection. However, RAN2 will check if there is any technical issues with DAPS and CHO.  


3.1.1 DAPS HO 
In case of DAPS HO, the UE does not detach from source cell upon receiving the RRCReconfiguration message but continues the DL reception from source gNB until the release of source cell as well as continues the UL transmissions to source gNB until successful completion of RACH procedure to target gNB. From UE perspective when being configured with DAPS Handover the UE has two MAC entities: one for the source cell and one for the target cell. 
As observed by the contributions the current specification support LBT failure detection and recovery procedure at source cell and target cell for the DAPS HO case. Basically the LBT failure detection and recovery mechanism (lbt-FailureRecoveryConfig-r16) can be configured for both MAC entities during a DAPS HO. Since UE will transmit UL data to source gNB and target gNB simultaneously during the DAPS HO, consistent UL LBT failure may occur in both source and target cell during DAPS HO.
In [12,13] it is pointed out, that the current LBT failure detection procedure may force the UE to perform RACH in the source cell – for cases when multiple BWPs with RACH are configured - while attempting to connect to the target cell, i.e. parallel RACH procedures in source and target cell. 

In order to avoid e.g. parallel RACH procedures in source and target cell [13, 21] propose to suspend LBT failure detection and recovery procedure in the source cell during DAPS HO, while for cases when the DAPS handover fails and the UE stays in the source cell, the UE shall resume LBT failure detection and recovery in the source cell. [12] instead proposes to disable BWP switching for the LBT failure detection and recovery procedure at the source cell, which can be achieved by gNB configuration, i.e. configuring RACH resources only at the current BWP.

The following options are possible:

· Option 1: suspend LBT failure detection and recovery at source cell during DAPS HO

· Option 2: disable BWP switching for the LBT failure detection and recovery procedure at source cell
· Option 3: legacy LBT failure detection and recovery procedure at source cell, i.e. no change required
Question 2: Which option do you prefer?
	Company
	Preferred option
	Additional comments

	LG
	Option 3
	We don’t see this is issue. For case of parallel RACH, it’s a case that each RACH is performed in its MAC entity (i.e. one in source MAC, the other in target MAC). It is similar with two RAs in MCG MAC and SCG MAC.

	Ericsson
	Option 1
	Support parallel RACH procedures, would mean that the UE needs to split its transmission power between the source and the target cell. As specified in 38.211 clause 7.2, the PRACH transmission power is determined according tot the below formula.
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UE must be configured with two Pcmax settings, one for the source cell, another cell for the target cell. Although such UE behaviors would be much like dual connectivity, RAN1 would still need to spend extra standardization efforts to support power split. This would not be feasible for Rel-16 given limited time is left.

Option 2 disables the BWP switch in the source cell. the gNB is required to only configured RACH resource in one BWP, which limits the configuration flexibility of the gNB. An alternative would be to not require configuring only one BWP with RA resources, but instead require that LBT RLF is triggered immediately if consistent LBT failure is detected in one BWP and then combine this with a yes on Question 3 below.
Option 3 is incomplete since it doesn’t cover the case where the UE has detected consistent LBT failure in a BWP, while there are other BWPs available. In this case, the UE triggers RACH to switch to another BWP.

Therefore, Option 1 is the best option, which minimizes the standardization efforts. Meanwhile, the source gNB can detect by itself (see [13]) if the UE is experiencing consistent LBT failure in its active BWP in the source cell, upon which, the source gNB orders to the UE to switch to another BWP in the source cell to continue data transmission/reception or the source gNB may stop transmissions to the UE.

	OPPO
	Option 3
	We don’t see the issue on supporting LBT detection and recovery for source cell.


It should be noted that according to current TS38.331 specification (section 5.3.10.3), consistent uplink LBT failures indication from MCG MAC is not considered as source radio link failure condition. Therefore, even if source MCG MAC indicates consistent uplink LBT failures to the RRC, DRB(s) with DAPS configured will not be suspended and the source connection is not released. 

In [11,12,16,17,19,20,22] it is proposed, that if DAPS HO is applied for a NR-U cell, the detection of radio link failure should also consider the case of consistent LBT failure at the source cell. UE triggers source RLF upon indication of consistent UL LBT failures, so that the all the DRBs are suspended in the source and the source connection is released. 

Question 3: Do companies support that for DAPS HO, upon indication of consistent uplink LBT failures from source MCG MAC UE declares RLF, i.e. the UE should suspend all DRBs in the source and release the source connection, i.e. same behaviour as for source RLF? 
	Company
	Reply 
(y/n)
	Additional comments

	LG
	Yes
	It can be achieved by adding the indication to triggers of source RLF in the current specification. Then, re-establishment can be triggered at T304 expiry.

	Ericsson
	No
	It is better to suspend LBT failure detection and recovery procedure in the source cell in case of DAPS HO.

The source gNB can detect by itself (see [13]) if the UE is experiencing consistent LBT failure in its active BWP in the source cell, upon which, the source gNB orders to the UE to switch to another BWP in the source cell to continue data transmission/reception or it stops transmitting to the UE. In case the source gNB has detected that the UE has experienced consistent LBT failure in all configured BWPs in the source cell, the source gNB can send a RRC reconfiguration to order the UE to suspend all DRBs in the source and release the source connection.

	OPPO
	Yes
	


According to the submitted contribution, the majority doesn’t seem to see a need to change the behaviour for cases when consistent LBT failure is detected at the target cell. For the target MCG, the behaviour should be same as for legacy non-DAPS handover.

[15] proposes as an enhancement, that the information on consistent UL LBT failures occurring during Random Access in target cell should be reported to source gNB for RRM purpose.
In [20,21] it is proposed that the UE should consider T304 timer as expired upon indication of consistent UL LBT failure in target cell.
The following options are possible:

· Option 1: UE considers RLF to be detected upon detection of consistent UL LBT failures at the target cell
· Option 2: UE doesn’t consider RLF to be detected upon detection of consistent UL LBT failures at the target cell, i.e. rely on T304 timer
· Option 3: UE considers T304 timer as expired upon detection of consistent UL LBT failures at the target cell
Question 4: Which option do you prefer for handling of consistent UL LBT failures detected at the target cell for DAPS HO?
	Company
	Preferred option
	Additional comments

	LG
	Option 2
	

	Ericsson
	Option 2
	Option 3 goes against prevous agreement, but may be ok if companies insist.

	OPPO
	Option 2
	


3.1.2 CHO/CPC
All contributing companies [11,12,13,14,16,17,18,19,23] conclude, that UL LBT failure and recovery mechanism can be supported in CHO and CPC without additional specification change. Basically for the CHO case UE will handle LBT detection and recovery as during a normal handover, which was agreed by RAN2 in RAN2#109bis. If the consistent LBT failure occurred in source cell before one candidate cell met the execution condition, the UE can perform the recovery in source cell as in normal connected state, e.g. UE will perform BWP switch and/or trigger the RLF. For cases when the execution condition is met, configuration for that selected candidate CHO cell will contain the UL LBT failure and recovery mechanism just like in regular handover command. Hence CHO inherently supports LBT failure detection and recovery mechanism for target cell, if it is configured. Also for the CPC procedure no enhancements are required, since UL LBT failure detection/recovery is applicable per current specifications to RA in PSCell addition. 
Question 5: Do companies agree that UL LBT failure and recovery mechanism can be supported in CHO and CPC without additional specification change?
	Company
	Reply 
(y/n)
	Additional comments

	LG
	Yes
	

	Ericsson
	Yes
	

	OPPO
	Yes
	


3.1.3 Fast MCG link recovery

In R16 CA/DC enhancement, fast MCG link recovery is supported which means UE can be configured to report the MCG failure information to the MN via the SCG without performing connection re-establishment. [18] raises the question whether UE should report MCG failure instead of performing RRC re-establishment upon detecting consistent UL LBT failures for cases when fast MCG link recovery is configured.
Question 6: Do companies support that UE reports MCG failure instead of performing RRC re-establishment upon detecting consistent UL LBT failures for cases when fast MCG link recovery is configured?
	Company
	Reply 
(y/n)
	Additional comments

	LG
	Yes
	

	Ericsson
	Yes
	

	OPPO
	Yes
	


3.2 UL LBT failure MAC CE
In [3] it is pointed out, that according to the current specifications it’s not clear when UE shall use the one-octet LBT failure MAC CE respectively the four-octet LBT failure MAC CE. Similar to the BFR case it is proposed to specify the conditions for choosing the corresponding LBT failure MAC CE format. More specifically it’s suggested that for cases when the highest ServCellIndex of this MAC entity's SCell for which LBT failure is detected is less than 8 UE uses the one-octet LBT failure MAC CE format, otherwise the four-octet format is used. 
Question 7: Do companies agree to clearly specify the conditions when to use the one-octet LBT failure MAC CE or the four-octet LBT failure MAC CE, i.e. one-octet format is used when the highest ServCellIndex of this MAC entity's SCell for which LBT failure is detected is less than 8, otherwise four-octet format is used? 

	Company
	Reply 
(y/n)
	Additional comments

	LG
	Yes
	

	Ericsson
	Yes
	This makes sense, since the same behaviors have been already agreed for BFR MAC CE in Rel-16.

	OPPO
	Yes
	


3.3 LBT Counter
[4] makes the observation, that the variable LBT_COUNTER should be per Serving Cell. However, from current specification it’s not clear though, that LBT_COUNTER is maintained per Serving Cell. Rapporteur agrees that from past discussions of the LBT failure detection procedure, the common understanding was that the LBT_COUNTER is per Serving Cell.
Question 8: Do companies agree that LBT_COUNTER is per Serving cell and that specification should be correspondingly updated to clearly capture this?
	Company
	Reply 
(Y/N)
	Additional comments

	LG
	Yes / No
	Yes, we agree that LBT_COUNTER is per serving cell.
However, we have doubt on need of spec. update. Because the current specification for LBT_COUNTER is already as clear as that of BFI_COUNTER is.

	Ericsson
	Yes/No
	Agree with LG

	OPPO
	Yes
	We agree it’s per serving cell, it would be good to update. The proposed change in [4] is ok for us.


4 Configured Grant
4.1 Initial “Pending” status of a HARQ process
For NR-U a new status, i.e. “pending/not pending”, associated with a HARQ process was introduced in order to allow for autonomous retransmissions for cases where CG PUSCH transmission couldn’t be performed due to LBT failure. Whether a HARQ process is considered as pending or as not pending depends on whether a corresponding transmission has been performed or not. In [5] it’s identified that the initial status [pending/not pending] of a HARQ process upon activation/configuration of a configured grant is currently not clearly specified, which leads to a situation that UE is not able to perform the very first (initial) transmission on a HARQ process according to current MAC procedures. 

Question 9: Do companies agree, that all HARQ processes associated with a Configured grant shall be considered as not pending upon activation/configuration of the Configured grant?
	Company
	Reply 
(Y/N)
	Additional comments

	LG
	Yes
	Upon activation/configuration of the configured grant, that HARQ process is not pending because no MAC PDU is expected to be obtained for that HARQ process.

	Ericsson
	Yes
	Agree with LG.

	OPPO
	Yes
	


[5] proposes to specify in TS38.331 (field description of harq-ProcID-Offset) that all HARQ processes associated with a CG grant are considered as not pending upon activation/configuration of the configured grant. Rapporteur thinks, that since the [pending/not pending] status of a HARQ process is a MAC internal status, it may be more suitable to specify the intial status of a HARQ process in TS38.321 (section 5.4.2.2). Therefore the following options are possible:

· Option 1: 
Specify in TS38.331 (field description of harq-ProcID-Offset) that initial status of HARQ
 processes associated with a CG grant is “not pending” upon configuration/activation of a configured grant 
· Option 2: 
Specify in TS38.321 that initial status of a HARQ process associated with a configured grant is not pending upon configuration/activation of a configured grant (if cg-RetransmissionTimer  is configured for the HARQ process)
· Option 3:
No specification change required (spec is already clear on this)
Question 10: Which option do you prefer for specifying the initial status [pending/not pending] of a HARQ process?  
	Company
	Preferred option 
	Additional comments

	LG
	Option 3
	Based on the below texts, the intention of “pending” upon LBT failure indication is read to focus on indicating unsuccessful transmission by LBT failure, and it is not difficult to consider the initial status of a HARQ process as “not pending”.

R2-2005331
Corrections of NR operating with shared spectrum channel access in 38.321
(Ericsson, Nokia)
5.4.2.1
HARQ Entity
…
5>
if the transmission is performed and LBT failure indication is not received from lower layers:

6>
consider the identified HARQ process as not pending.
5>
else:

6>
consider the identified HARQ process as pending.
…
TS 38.321 V16.0.0
5.4.2.2
HARQ process
…

When cg-RetransmissionTimer is configured and the HARQ entity obtains a MAC PDU to transmit, the corresponding HARQ process is considered to be pending. A pending HARQ process is pending until a transmission is performed on that HARQ process or until the HARQ process is flushed.
…


	Ericsson
	Option 3 
	Option 2 is acceptable and better than option 1.

	OPPO
	Option 3
	If any clarification is needed on this, we prefer to make it in MAC instead of RRC.


5 Conclusion

RAN2 should discuss the above and agree to the following:

[TBA]
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