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1 Introduction
This is the report of the following offline discussion:

	· [AT109bis-e][205][MOB] Flagging and discussion of DAPS UP open issues for PDCP/RLC/MAC (Huawei)

Scope: 

· Companies flagging critical DAPS UP issues requiring Web conference discussion

· Discuss the remaining UP open issues identified in email discussion report of Post109#11 in R2-2003371.

      Intended outcome: 

· Discussion summary document in R2-2003845, including resolutions to open issues and identification of non-critical issues that should no longer be pursued in Rel-16 

      Deadlines for flagging issues for Web conference discussion:  

· Flagging of issues for the Web conference: Tuesday 2020-04-21 10:00 UTC 
· Rapporteur summary:  Tuesday 2020-04-21 11:30 UTC 
      Deadlines for providing comments and for rapporteur inputs:  

· Initial deadline (for companies' feedback):  Thursday 2020-04-23 10:00 UTC 
· Initial deadline (for rapporteur's summary in R2-2003845):  Friday 2020-04-24 08:00 UTC 
· Proposed agreements in R2-2003845 indicated for email agreement and not challenged until Tuesday 2020-04-28 12:00 UTC will be declared as agreed by the session chair. 


This offline discussion can be divided into two phases:

First phase: flagging phase.

Since we already have several proposals for DAPS UP issues in email discussion Post109#11 [1], firstly companies can flag any proposal that you think may benefit from further online discussion. 

And for the issues that are identified for further discussion in Post109#11, companies can also pick which ones are suitable for online discussion.

Second phase: resolving open issues. 

For open issues identified in Post109#11, we can try to make more progress here if no corresponding agreements are made online. 
2 Discussion
2.1 First phase: flagging phase

2.1.1 For issues with proposals in Post109#11:
MAC part:

1. Stopping RACH in source:
Proposal S2.1-1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.

Proposal S3.9: Follow proposal S2.1-1, RACH is allowed to source after RACH towards target is successful.
2. 2-step RACH applied to DAPS:
Proposal S2.1-2: UE switches the UL PDCP data transmission upon successful RACH procedure (i.e. Msg.B for 2-step RACH).

3. Data transmission in MSG3:
Proposal S3.7-2: Forbid data transmission of non-DAPS DRBs in MSG3:

	Company
	Is there any issue/proposal that need to be flagged for online discussion? (Y or N)
	Comments (including which one/ones)

	Ericsson
	N
	

	OPPO
	N
	

	QC
	Yes
	Needs discussion about Proposal S3.9/S2.1-2 (reason: no need for UE to send any RACH to source cell. For example if UE fails source UL sync,RLC max transmission failure, beam failure etc, UE can just stop transmitting/receiving data from source cell)

	NEC
	N
	

	Samsung
	Y
	Regarding S3.7-2, in general, there would be no room for data transmission in MSG3 for which RRCReconfigurationComplete message is enough large to fill the UL grant.
We need to note that for CFRA case, UE should be allowed to transmit data in MSG3 since random access is completed when RAR is received.

	Intel
	N
	

	LG
	No
	

	Lenovo
	No
	

	ZTE
	Y
	For proposal S3.7-2, we wonder whether we need to distinguish the case with/without the change of security key. It seems no need to add this restriction in case of DAPS HO with security key change due to no keystream reuse issue in such case.

	Huawei, HiSilicon
	N
	

	Nokia
	N
	


Summary:

11 companies provided feedback.

8 companies think no flagging is needed.

Proposal S3.9/S2.1-2 is flagged. One company expresses concern about it, i.e. no RACH towards source cell is needed after RACH towards target is successful.

Proposal S3.7-2 is flagged. One company thinks UE should be allowed to transmit data in MSG3 in case of CFRA. And whether we need to distinguish the case with/without the change of security key is also mentioned by one company.
PDCP part:

1. PDCP status report for DAPS UM DRB:
Proposal S2.2-1-1: The PDCP status report for DL UM DRBs is needed for DAPS HO.
Proposal S2.2-2-1: The second PDCP status report for DL UM DRBs is not needed for DAPS HO.

Proposal S3.2: PDCP status report for UM is mandatory for DAPS capable UE.

2. ROHC handling in case of DAPS HO without key change:
Proposal S2.3-5-1: For DAPS DRBs, keep original agreements,i.e. separate RoHC context shall be applied for the source and target link even if DAPS handover is performed without key change
3. PDCP SN number continuity for UM DRB:
Proposal S2.6-2: Keep original agreement that RLC UM (UL/DL) with PDCP SN number continuity is supported for DAPS.
4. Discarding indication from PDCP to RLC:
Proposal S2.6-3: Do not introduce discard indication in source from PDCP to RLC upon UL switching.

5. Discard timer:
Proposal S3.7-3: Discard timer is maintained during DAPS HO.

6. PDCP status report to reflect holes from Source NB before DAPS HO:
Proposal S3.12: Do not introduce special handling on PDCP status report to support DAPS HO.
7. LTE specific PDCP handling:
Proposal S2.6-5-1: Reordering_PDCP_RX_COUNT used for AM DRB reordering is needed for DAPS DRB.
Proposal S2.6-5-2: Last_Submitted_PDCP_RX_SN and Reordering_PDCP_RX_COUNT used for AM DRB reordering are needed for DAPS DRB.

Proposal S2.6-5-3: Reordering_PDCP_RX_COUNT is set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP.

Proposal S2.6-5-4: Last_Submitted_PDCP_RX_SN is set to [(Next_PDCP_RX_SN-1) modulo (Maximum_PDCP_SN+1)] upon PDCP reconfiguration for LTE UM DRB from normal PDCP to DAPS PDCP.

Proposal S2.6-5-5: For the change from DAPS PDCP to the normal PDCP upon the source release, the reordering function is still maintained.

8. PDCP: Others

Proposal S2.3-5-2: For DAPS HO, capture PDCP handling for SRB in PDCP specification, the detailed text can be further discussed when capture it in PDCP specification. 

Proposal S2.6-1: Leave the issue on uplink duplicated PDCP SDUs to RAN3.

Proposal S2.6-4: Leave the disucssion on PDCP anchor relocation in DAPS to RAN3.
Proposal S3.7-2: Forbid data transmission of non-DAPS DRBs in MSG3:

	Company
	Is there any issue/proposal that need to be flagged for online discussion? (Y or N)
	Comments (including which one/ones)

	Ericsson
	Y
	Proposal S2.3-5-1 (reason: resetting the RoHC context but maintaining the security key during handover may lead to keystream reuse if a DL/UL packet is retransmitted/duplicated in the target cell)



	OPPO
	Y
	Proposal S2.2-1-1 (reason: PDCP status report is like providing feedback for UM DRBs and will introduce additional delay for DL transmission of UM DRBs, which is not good for real-time services)

	QC
	Yes
	Proposal S2.3-5-1, same comment as Ericsson. More importantly as there can be large number of outstanding packets in UL window, which need to be retransmitted after the HO to target cell, this becomes burden on UE to re-generate the PDUs with “New ROHC Context + Old Ciphering Context” and retransmit especially when the outstanding packets to be retransmitted are too large. This might cause additional interruption.

Proposal S3.12, in PDCP status report UE receiver sends FMS, NACKs for PDCP SDUs which failed compression and any missing SDUs. Target cell compresses all data packets from FMS with target cell ROHC and re-transmitted only NACKed SDUs. At UE receiver, after ROHC reset, UE does not get all PDCP SDUs in sequence from target cell and which may fail to decompress PDCP SDUs due to missing SNs. This can be fixed by enhancing PDCP Status Reporting.



	NEC
	Y
	Proposal S2.3-5-1 (reason: the security issue for DAPS without security key change should be discussed and properly solved)

Proposal S2.6-2 (reason: keep PDCP SN continuity for UL RLC UM will result in additional latency, which should be avoided for UM traffic)



	Samsung
	N
	

	Intel
	N
	Do not see the problem for key unchanged case since it only happens if PDCP anchor is not changed. Then for the same content with same key in source and target should be ok. 

	LG
	Proposal S2.6.5-3
	In the reception procedure with t-Reordering, the Reordering_PDCP_RX_COUNT is updated only when there is at least one stored PDCP SDU. With this reason, when the PDCP entity is re-established, the PDCP entity does not set the Reordering_PDCP_RX_COUNT to initial value. Thus, the Reordering_PDCP_RX_COUNT is not needed to be updated upon PDCP reconfiguration.

	Lenovo
	Yes
	S3.2: PDCP status report for UM is mandatory for DAPS capable UE.

PDCP status report for UM is optimized solution to reduce the duplicated PDCU. It should be optional.

	ZTE
	Y
	For proposal S2.3-5-1, we share the same view as Ericsson.

	Huawei, HiSilicon
	Y
	Proposal S2.3-5-1, at least we need to determine if there is a security issue if target ROHC is reset.

	Nokia
	N
	


Summary:

11 companies provide feedback.

3 companies think no flagging is needed.

Proposal S2.2-1-1 is flagged. One company thinks it will introduce additional delay for DL transmission of UM DRBs. 

Proposal S2.3-5-1 is flagged by 5 companies. Companies show their concern about security risk and large number of outstanding packets in UL window.

Proposal S2.6-2 is flagged. One company believes keeping PDCP SN continuity for UL RLC UM will result in additional latency.

Proposal S2.6.5-3 is flagged. As one company thinks the Reordering_PDCP_RX_COUNT is updated only when there is at least one stored PDCP SDU.
Proposal S3.2 is flagged. As one company points out that it would be better to be optional.
Proposal S3.12 is flagged. One company thinks enhancing PDCP Status Reporting is needed to make target cell send all packets starting from FMC. 

2.1.2 For issues identified for further discussion

PDCP part:

1. Downlink ROHC IR packets
Disc S2.2-3-1: To be discussed whether to capture in the PDCP specification that “the target cell maintain the IR state in U-mode and O-Mode during DAPS handover”
Disc S2.2-3-2: Do not capture in the PDCP specification that “the source cell maintain the IR state in U-mode and O-Mode during DAPS handover”

MAC part:

1. PHR reporting in another node
Option 1: reuse LTE and NR PHR MAC CE (NR: Multiple Entry PHR MAC CE in Figure 6.1.3.9-1; LTE: DC PHR MAC CE in Figure 6.1.3.6b-1;) 8 companies
Option 2: new MAC CE to support PHR reporting in another node;

Option 3: do not support PHR reporting in another node; 7 companies
Disc S2.3-7: To be discussed whether to support PHR reporting in another node;

As for the issues above Post109#11 Rapporteur has suggested to conclude them in the meeting, do companies think they can benefit from online discussion or offline discussion? 

	Company
	Downlink ROHC IR packets (online or offline)
	PHR reporting in another node (online or offline)
	Comments

	Ericsson
	Online
	Offline
	The PHR can benefit from further technical discussion which is best carried out offline. 

The RoHC IR issue has already been extensively discussed and I think we should try to resolve this issue during the online session.

	OPPO
	Offline
	Online
	Whether enabling PHR reporting in another node or not is not critical for DAPS HO as the DAPS mode will not last for a long time. We should make decision in online session.

For the RoHC IR issue, companies are already fully aware of the consequences. We should not waste online discussion time and simply follow majority views from offline discussion.

	QC
	Online
	Offline
	

	NEC
	Online
	Offline
	

	Samsung
	Offline
	Online
	Regarding ROHC IR packet issue, We already discussed this and found the majority’s view several times. We don’t need to waste the meeting time for this and we can just follow the majority’s view.
Regarding PHR issue, the majority view is not clear and thus online discussion/decision would be beneficial. 

	Intel
	Online
	Online
	It is difficult to have consensus on these two issues via offline discussion. 

	LG
	Offline
	Online
	For ROHC issue, it was tentatively discussed in the last e-meeting, and the majority view is clear. Thus, we do not need to spend time on this and we should go the majority view.

For PHR, since there is no majority view, this issue should be discussed in online. 

	Lenovo
	Offline
	Online
	For DL ROHC IR packet, the view from the majority is clear.

	ZTE
	Online
	Offline
	For the ROHC IR issue, we think it’s better to solve the issue in online discussion considering we already had a long discussion on it.
For the PHR, if we want to support PHR reporting in another node, we should think about more than the format of PHR MAC CE (e.g. Whether the multiplePHR/phr-Type2OtherCell/phr-ModeOtherCG in RRC signaling shall be used to configure the PHR format in target side? How to configure the PHR format in source side or we simply fix them in specs?). So we think it’s better to further discuss the issue in offline discussion.

	Huawei, HiSilicon
	Offline
	Online
	For ROHC IR issue, we have discussed extensively and can follow majority’s view.
For PHR issue, it would be better to align companies’ understanding online.

	Nokia
	Online 
	Online
	Agree with Intel. 


Summary:

11 companies provide feedback.
For PHR open issue:

Online: 7 companies, the reason is that the majority view is not clear and thus online discussion/decision would be beneficial.
Offline: 4 companies, the reason is that the PHR can benefit from further technical discussion which is best carried out offline.
For ROHC IR open issue:

Online: 6 companies, because it is difficult to have consensus on this issue via offline discussion.
Offline: 5 companies, because the RoHC IR issue has already been extensively discussed and we can just follow the majority’s view.
2.2 Second phase: resolving open issues

After online discussion on DAPS UP, we still have the following open issues to resolve:
Flagged issues with proposals in Post109#11:

F1.
ROHC handling in case of DAPS HO without key change:

Proposal S2.3-5-1: For DAPS DRBs, keep original agreements ,i.e. separate RoHC context shall be applied for the source and target link even if DAPS handover is performed without key change

F2.
PDCP status report to reflect holes from Source NB before DAPS HO:

Proposal S3.12: Do not introduce special handling on PDCP status report to support DAPS HO.

F3.
LTE specific PDCP handling:

Proposal S2.6-5-3: Reordering_PDCP_RX_COUNT is set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP.

Issues identified for further discussion in Post109#11:

D1: Downlink ROHC IR packets

Disc S2.2-3-1: To be discussed whether to capture in the PDCP specification that “the target cell maintain the IR state in U-mode and O-Mode during DAPS handover”

Disc S2.2-3-2: Do not capture in the PDCP specification that “the source cell maintain the IR state in U-mode and O-Mode during DAPS handover”

MAC part:

D2: PHR reporting in another node

Option 1: reuse LTE and NR PHR MAC CE (NR: Multiple Entry PHR MAC CE in Figure 6.1.3.9-1; LTE: DC PHR MAC CE in Figure 6.1.3.6b-1;) 8 companies
Option 2: new MAC CE to support PHR reporting in another node;

Option 3: do not support PHR reporting in another node; 7 companies
Disc S2.3-7: To be discussed whether to support PHR reporting in another node;

Other issues raised in email thread 205:

E1: how to handle compressed PDCP SDUs stored in reception buffer at PDCP re-establishment (R2-2002864).
2.2.1 Identification of critical issues 
To make the DAPS UP related online discussion more concentrated, we need to identify critical issues. For non-critical issues, if there are no consensus, they may not be pursued in Rel-16.
	Companies are invited to identify critical issues for DAPS UP.

	Company
	F1 critical?

(Y or N)
	F2 critical?

(Y or N)
	F3 critical?

(Y or N)
	D1 critical?

(Y or N)
	D2 critical?

(Y or N)
	E1 critical?

(Y or N)
	comments

	Samsung
	Y
	N
	N
	N
	Y
	N
	Prefer to spend online time on discussing the remaining issues that the majority view was not identified and critical issues.

	LG
	Y
	N
	N
	Y
	Y
	Y
	

	QC
	Y
	Y
	N
	Y
	Y
	Y
	

	NEC
	Y
	N
	N
	Y
	Y
	N
	F1: The security issue for DAPS without security key change should be fixed in this release, as the security is of great importance for a wireless communication system.

D1 and D2: has been extensively discussed, it is better to be finalized as soon as possible.

	Sharp
	Y
	N
	N
	Y
	N
	N
	

	MediaTek
	Y
	N
	N
	Y
	N
	N
	ROHC-related issues seem to draw much attention, so let’s discuss the details online if possible.

	Ericsson
	Y
	N
	?
	N
	N
	N
	The issues marked as “N” are considered non-critical since the DAPS HO feature will work even if nothing is done about these issues. 

	OPPO
	Y
	N
	N
	Y
	N
	N
	


2.2.2 Further discussion for open issues
2.2.2.1 F1.
ROHC handling in case of DAPS HO without key change

Proposal S2.3-5-1: For DAPS DRBs, keep original agreements, i.e. separate RoHC context shall be applied for the source and target link even if DAPS handover is performed without key change.
Companies raised concern on security issue for DAPS handover without key change [2][3], which is when same key stream is applied to retransmitted SDUs with different ROHC compression headers (due to target ROHC reset), it will lead to security risk.

	Question 1: do companies agree that for DAPS handover without key change, there is a security risk when same key stream is applied to retransmitted SDUs with different ROHC compression headers (due to target ROHC reset)?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	Y
	

	LG
	Y
	

	QC
	Y
	Other issue : More importantly as there can be large number of outstanding packets in UL window, which need to be retransmitted after the HO to target cell, this becomes burden on UE to re-generate the PDUs with “New ROHC Context + Old Ciphering Context” and retransmit especially when the outstanding packets to be retransmitted are too large. This might cause additional interruption

	NEC
	Y
	The current procedure for DAPS packet retransmission upon UL data switch is to retransmit PDCP SDU. The SDU will be recompressed and re-ciphered by the ROHC and Security functions associated to the target. It is not possible to ensure the target RoHC instance to provide the same compression result as the compression result of the packet when it is first transmitted to the source, even with RoHC context continuity. Then it is possible that PDUs with different content are transmitted to the source and target with the same COUNT value using the same security key. This will cause security issue, which should be avoided.

	Sharp
	Y
	

	MediaTek
	Y
	

	Ericsson
	Y
	

	OPPO
	
	We are not sure if this is a SA3 issue or not. Can companies elaborate a bit what is exactly the security risk when separate ROHC is used for the retransmitted PDCP SDU with the same security keys. How can the content of PDCP SDU be disclosed?


As companies mentioned in Post109#11 and papers, there are several solutions that can be considered if the security issue is confirmed, in which option 1 reverses Proposal S2.3-5-1 and other options are in line with it basically.
For uplink data transmission:

Option 1: ROHC-continue in target ROHC;

Option 2: IR packets are sent to both source cell and target cell during DAPS HO;

Option 3: retransmit PDCP PDUs, similar to PDCP recovery;

Option 4: it depends on UE implementation.

For downlink data transmission:

Option 1: ROHC-continue in target ROHC;

Option 2: both source cell and target cell sends IR packets during DAPS HO;

Option 3: target cell retransmits PDCP PDUs generated in source cell;

Option 4: it depends on NW implementation.

	Question 2: if security issue exists, which option/options do companies think can be applied?

	Company
	For uplink

Option 1/2/3/4
	For downlink

Option 1/2/3/4
	Comments

	Samsung
	Option 2
	Option 2
	We think that Option 1 can cause a security issue as well. 
· Even if the same ROHC context is applied to the target and continued, the ROHC state can be changed based on the ROHC feedback from the source. Note that the re-generation and re-transmission is triggered upon uplink switching during DAPS handover and thus the re-compressed data could be different from the previous one due to different ROHC state, which cause a security issue.
We think that Option 3 is not a complete solution. 

· We wonder how the target can distinguish “the compressed data with the source ROHC context” from “the compressed data with the target ROHC context”, which would be more difficult for NR PDCP due to NR RLC out-of-order delivery.
As we already discussed, the ROHC decompression failure issue can be resolved by Option 2 as well. Therefore, Option 2 would be preferable. 

	LG
	Option 2
	Option 2
	For Option 1, even if the same ROHC context is applied for the source and target link, they may be desynchronized after some decompression because each ROHC decompressor would work in an independent manner. The only way to ensure synchronization is to use only a single ROHC protocol for both source and target link, but we think it is not aligned with our previous agreement. Thus, the Option 1 is not feasible. 
For Option 3, the UE cannot identify whether the PDCP PDUs is compressed by the source ROHC or the target ROHC if the PDCP PDUs is received from the target cell. Thus, Option 3 is not feasible. 

For Option 2, it can simply resolve the issue, and this option is considered to prevent decompression failure during DAPS handover. Thus, we prefer Option 2. 

	QC
	Option 1 with IR packets
	Option 1 with IR packets.
	We prefer not to change UL ROHC context when security key does not change. At the same time, like Samsung commented, it may be possible to have some issues due to change of source ROHC context. So, we prefer ROHC context shall not change and use IR packets during DAPS HO, as this is the case with intra-CU, inter DU HO (PDCP anchor point in CU does not change). This essentially means, previous RAN2 agreement of not to use drb-ContinueROHC for DAPS DRB shall be applicable only for Inter CU, Inter DU DAPS HO but not for Intra CU-Inter DU DAPS HO case. This previous agreement need to be clarified or updated.

	NEC
	Option 3
	Option 4
	For uplink: 

Option 1 is not able to solve this issue: even with RoHC context continuity, it is still not able to ensure the same header compress result. This is because the RoHC context transmitted to the target RoHC instance may have changed compared to the one that is used when compress the first transmission packet by the source.
Option 2 is not able to solve this issue: The packets need retransmission may have been compressed (not using IR packet) before DAPS HO command is received by the UE. If these compressed packets is retransmitted using IR packet, there is security issue. 

The only way to ensure the same packet content is to retransmit PDU (Option 3), and that is why in legacy handover procedure without security key change, PDCP recovery procedure (which retransmits PDCP PDU) is performed. For the decompression on the network side, as the gNB-CU has both RoHC contexts corresponding to source and target, the decompression can be performed based on network implementation. If companies still have concerns on decompression, then Option 1 can be used combined with Option 3 to assist decompression at the target side.
For downlink: 

We don’t have to specify how network ensure the same compression result, it is up to NW implementation how to ensure the same content of PDUs with same COUNT value being transmitted by source and target. But considering this security issue is critical, it is better capture something in the spec like “the network should ensure the same PDCP PDU content to avoid security issue”

	Sharp
	w/o Key change
=> Option 1

with Key change
=> RoHC should be reset
(i.e., transmission side starts with IR state with U-mode)
	w/o Key change
=> Option 1
with Key change

=> RoHC should be reset
(i.e. receiving side starts with NC state with U-mode)
	As we proposed in R2-2003665, for inter-gNB DAPS handover, RoHC context would not be transferred as drb-ContinueROHC is not supported. Therefore header compression protocol should be reset as same as legacy handover case.

	MediaTek
	Option 1
	Option 1
	Apparently There is a security problem if the security key is maintained but the RoHC context is reset for target, so we need ROHC-continue in target.

Then we agree that header decompression may fail due to improper IR state. But this should be handled properly by network and UE, e.g., ROHC should be kept in IR or at most FO state if there’s still packet loss.

Also we share QC’s view that we need clarifications about drb-ContinueROHC for DAPS DRBs.

	Ericsson
	Option 3
	Option 4 (but the network will most likely implement Option 3)
	Option 3 is what is done during data recovery in legacy NR without key change. Note that Option 3 implies that the RoHC must be maintained for the target cell since otherwise the target node (for UL) and the UE (for DL) will not be able to decompress the retransmitted packets.
We don’t see how option 2 will resolve the issue. Say that the UE tries to transmit a compressed packet P1 in the source cell but fails. After a while DAPS handover without key change is triggered and if packet P1 has still not been successfully transmitted in the source cell the UE will re-transmit packet P1 uncompressed in the target cell. The keystream re-use issue will now appear since P1 has been transmitted in both the source and target cell encrypted with the same key but compressed using two different RoHC contexts. It doesn’t matter if the UE switches to IR operation in the source cell after the DAPS handover command is received and tries to re-transmit packet P1 in the source cell as an uncompressed packet – if the re-transmission in the source fails the packet will still be re-transmitted in the target cell and the keystream problem arises. 

	OPPO
	
	
	Perhaps SA3 input is needed for identifying the issue before we work on solutions.


2.2.2.2  F2.
PDCP status report to reflect holes from Source NB before DAPS HO:

Proposal S3.12: Do not introduce special handling on PDCP status report to support DAPS HO.

In [4] a PDCP status report enhancement is proposed to reflect holes from Source NB before DAPS HO. Since we already have a proposal regarding this point, we need to confirm it firstly.
	Question 1: do companies agree “Proposal S3.12: Do not introduce special handling on PDCP status report to support DAPS HO.”?

	Company
	Agree? (Y or N)
	Comments

	Samsung 
	Y
	

	LG
	Y
	Reflecting the outcome of the header decompression in the PDCP status report is optional from the beginning of the LTE. Thus, the problem is not only for DAPS but from the legacy LTE. As the PDCP status report is to reduce the duplicate transmission (not for retransmission), we don’t see any critical problem with the legacy behavior

	QC
	No
	PDCP status report has 2 functions. 1) to reduce duplication 2) request for re-transmission of missing and decompression failure packets.
In PDCP status report UE receiver sends FMS, NACKs for PDCP SDUs which failed compression and any missing SDUs. Target cell compresses all data packets from FMS with target cell ROHC and re-transmitted only NACKed SDUs. At UE receiver, after ROHC reset, UE does not get all PDCP SDUs in sequence from target cell and which may fail to decompress PDCP SDUs due to not receiving ROHC context of some previous SNs . This can be fixed by enhancing PDCP Status Reporting.

For DAPS, it is critical to reduce interruption close to 0ms. This issue exists for legacy NR/LTE as well and that need to be fixed as well.

	NEC
	Y
	

	MediaTek
	Y
	It is hard to ask UE to report NACK for SDUs that it has received successfully.

	Ericsson
	Y
	Agree with LG.

	OPPO
	Y
	Agree with LG that this is a legacy issue.


If PDCP status report enhancement is considered necessary, as mentioned in [4], do companies further agree the following proposals:

	Proposal 1.  Source cell always uses ROHC IR state for DL PDCP data transmission after sending DAPS HO command to UE, for better DL performance. 

Proposal 2.
For DAPS AM DRBs, as part of 1st PDCP status reporting sent after UL switching, UE includes
a)
NACK: First missing PDCP SN.
b)
NACK: Any subsequent non-IR state PDCP SNs, which includes both missing and successfully received non-IR state PDCP SNs, and any missing IR state packets before UL switching.
c)
ACK: Any subsequent received IR state packets.
Proposal 3.
If source cell sends all IR state packets after sending DAPS HO command, for 2nd PDCP status reporting after source connection release, UE has to report only missing IR state packets as NACK and any successfully received IR state packets as ACK.


	Question 2: do companies agree P2 in [4]?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	N
	We have the same issue in LTE and NR, e.g. SCG change. This issue is nothing new and not specific to DAPS handover. It can be handled by UE implementation. No need to have a special handling for DAPS handover.

	LG
	N
	

	QC
	Yes
	This is existing NR/LTE PDCP spec issue as well and need to be fixed. When there is issue, that need to be fixed to prevent propagating issue further.

	NEC
	N
	

	MediaTek
	N
	Regarding the concern that header decompression may failed for some SDUs received from source due to earlier failed SDUs. We believe that the source node should handle it properly, e.g., source ROHC should not enter SO state if it sees packet loss, and thus header decompression of latter SDUs will succeed.

	Ericsson
	N
	

	OPPO
	N
	


	Question 3: do companies agree P3 in [4]?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	N
	No special handling is needed. The current specification would be enough.

	LG
	N
	

	QC
	Yes
	

	NEC
	N
	

	MediaTek
	N
	

	Ericsson
	N
	

	OPPO
	N
	


2.2.2.3 F3.
LTE specific PDCP handling:

Proposal S2.6-5-3: Reordering_PDCP_RX_COUNT is set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP.

The reason for flagging is as below:

In the reception procedure with t-Reordering, the Reordering_PDCP_RX_COUNT is updated only when there is at least one stored PDCP SDU. With this reason, when the PDCP entity is re-established, the PDCP entity does not set the Reordering_PDCP_RX_COUNT to initial value. Thus, the Reordering_PDCP_RX_COUNT is not needed to be updated upon PDCP reconfiguration.
	Question 1: considering the flagging reason, do companies still agree Proposal S2.6-5-3?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	Y
	If we look into LTE PDCP specification, Reordering_PDCP_RX_COUNT is updated upon the reconfiguration of t-Reordering (See Section 5.1.2.1.4.3). 
The intention of this proposal is to apply the same principle upon the reconfiguration of PDCP, which just follows the legacy principle. 

PDCP re-establishment is different from PDCP reconfiguration.
We think this is the reason why 15 out of 16 companies supported this proposal in the previous email discussion 

	LG
	N
	The Reordering_PDCP_RX_COUNT is not needed to be updated at PDCP reconfiguration. This is because if there is a gap in the reception buffer, the PDCP entity naturally updates the Reordering_PDCP_RX_COUNT.

	QC
	Y
	

	NEC
	Y
	Agree with Samsung that the intention of this proposal is to apply the same principle upon the reconfiguration of PDCP with t-Reordering, instead of PDCP re-establishment.

	MediaTek
	Y
	We share Samsung’s view.

	Ericsson
	Y
	

	OPPO
	Y
	


2.2.2.4 D1: Downlink ROHC IR packets

Disc S2.2-3-1: To be discussed whether to capture in the PDCP specification that “the target cell maintain the IR state in U-mode and O-Mode during DAPS handover”

Disc S2.2-3-2: Do not capture in the PDCP specification that “the source cell maintain the IR state in U-mode and O-Mode during DAPS handover”
As we have discussed extensively about this topic, companies may not change their position. So we just try to summarize current situation in a fundamental level to accelerate the potential online discussion.
	Question 1: for target cell, do companies agree to capture in the PDCP specification that the target cell maintains the IR state during DAPS handover? If it is agreed we can further discuss the wording (e.g. specific ROHC mode) in PDCP running CR offline discussion.

	Company
	Agree? (Y or N)
	Comments

	Samsung
	Y
	We found the majority view on this several times.

	LG
	Y
	In the 109#11 email discussion, most companies want to specify it (13 companies out of 19 companies). Thus, we think that the majority view is clear to specify it.

	QC
	Y
	both source and target cell should be restricted to use IR state packets during DAPS HO. This has to be clarified in PDCP spec (not to leave it to NW implementation)

	NEC
	Y
	The target cell only needs to maintain the IR state in U-mode and O-Mode during DAPS, for R-mode, the compressor transfers to FO state only when ACK is received, no compression failure happens due to missing RoHC context by duplication discarding.

	MediaTek
	Y
	Target cell needs to maintain IR state; we may further discuss whether to specify the ROHC mode (U-mode, O-mode as proposed above), or just apply this rule in all modes.

	Ericsson
	N
	We normally don’t specify network behaviour unless it is critical for the UE operation to assume certain network behaviour (which is not the case here).

	OPPO
	Y
	We should follow majority companies’ views and do not repeat the discussion.


	Question 2: for source cell, do companies agree “Disc S2.2-3-2: Do not capture in the PDCP specification that “the source cell maintain the IR state in U-mode and O-Mode during DAPS handover”

	Company
	Agree? (Y or N)
	Comments

	Samsung
	Y
	The source continues to operate ROHC even before HO command and thus seems less critical. 
However, we can revisit this based on the result of “2.2.2.1 F1. ROHC handling in case of DAPS HO without key change”

	LG
	N
	The ROHC compressor in source may transmit the IR packets to the UE during DAPS HO (due to periodic transition to IR state), and the transmitted IR packets may be discarded by the UE. Considering this, the consecutive ROHC failure can happen due to discard of the IR packet transmitted by ROHC compressor in source. Thus, we think that the source cell maintain the IR state in U-mode and O-mode during DAPS handover.

	QC
	Y
	See previous comment.

	NEC
	Y
	The issue of the source node is not very serious compared with the target, and the source node is aware of whether duplicated packets are forwarded to the target. So it is up to network implementation whether to maintain IR state, we don’t have to make any restriction.

	MediaTek
	Y
	For source node, UE already has ROHC context.

	Ericsson
	Y
	The RoHC decompression issue exists for the source as well as the target cell. It would be inconsistent if we address the issue for the target cell (as proposed in Question 1) but not for the source cell. We prefer to not specify the network behaviour for either the source or target link.

	OPPO
	Y
	Source node is not mandated to send IR packets since UE already has ROHC context. 


2.2.2.5 D2: PHR reporting in another node

Option 1: reuse LTE and NR PHR MAC CE (NR: Multiple Entry PHR MAC CE in Figure 6.1.3.9-1; LTE: DC PHR MAC CE in Figure 6.1.3.6b-1;) 8 companies

Option 2: new MAC CE to support PHR reporting in another node;

Option 3: do not support PHR reporting in another node; 7 companies

Disc S2.3-7: To be discussed whether to support PHR reporting in another node;
As we have discussed extensively about this topic, companies may not change their position. So we just try to summarize current situation in a fundamental level to accelerate the potential online discussion.
	Question 1: do companies agree to support PHR reporting in another node? If it is agreed we can further discuss the specific option (e.g. reuse current MAC CE or introduce a new MAC CE) in MAC running CR offline discussion.

	Company
	Agree? (Y or N)
	Comments

	Samsung
	N
	We assume that DAPS handover is performed during a short-time scale and thus don’t see a big benefit of PHR reporting in another node. 

	LG
	N
	Considering that the time between the time that the UE receives the HO command and the time that the UE receives the release indication for source cell may be short, the PHR reporting to the source cell may not be needed during DAPS handover.

	QC
	Yes
	

	NEC
	N
	Considering the very short period of time for DAPS, the PHR cannot be taken into account so much at the network side. We prefer not support PHR in Rel-16.

	MediaTek
	N
	This may bring some benefit, but the system works without it. To save our time for detailed discussion, let’s skip it.

	Ericsson
	N
	The UL data transmission is switched from the source to the target cell after random access to the target cell is completed. So therefore it is mainly PUCCH that needs to be transmitted in the source cell when the target link is established. Therefore it doesn’t seem be much benefit of supporting PHR in the other node. We only need to ensure that enough UL power is reserved for the source cell so that the PUCCH can be transmitted in the source cell (which can be accomplished using the power coordination RRC parameters).

	OPPO
	N
	DAPS HO will not last a long time, therefore it does not break without such enhancement.


2.2.2.6 E1: how to handle compressed PDCP SDUs stored in reception buffer at PDCP re-establishment (R2-2002864).
The following proposals are made in [5], companies are invited to provide comments on them.

	Proposal 1. How to handle compressed PDCP SDUs stored in the reception buffer at PDCP re-establishment should be considered.

Proposal 2. At PDCP re-establishment, the PDCP entity for UM DRBs should deliver all stored PDCP SDUs to the upper layer after performing header decompression, and the PDCP entity for AM DRBs should store all stored PDCP SDUs after performing header decompression.

Proposal 3. The PDCP entity for AM DRBs does not perform the header decompression for a PDCP SDU if the PDCP SDU is already decompressed.


	Question 1: do companies agree P1 in [5]?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	N
	This issue could happen only when the legacy handover is triggered right after DAPS handover and “before the first expiry/stop of t-reordering and before/after the source release”, which would not be a normal scenario. After the first expiry/stop of t-reordering and source release, there is no issue for this as in legacy LTE. 

Note that we have a similar behaviour as Proposal 2/3 for NR PDCP since NR RLC always perform out-of-order delivery while we don’t have this for LTE PDCP since LTE RLC performs in-order delivery as a default.  

	LG
	Y
	This issue can happen when the UE performs the legacy handover. 

For example, the UE is configured with the t-Reordering and ROHC for a DRB due to DAPS handover with the network 1. Then, if the radio condition of network 1 is getting worse, the UE can receive the HO command from the network 1 in order to perform the handover to the target 2. In this case, if the network 2 does not support the DAPS handover, the UE performs the legacy handover to the network 2. Then, the UE should perform the PDCP re-establishment for the DRB instead of the PDCP reconfiguration. However, in the PDCP spec, how to handle the compressed PDCP SDUs stored in the reception buffer at PDCP re-establishment is not considered. 
According to the current PDCP spec, if the PDCP entity configured with the t-Reordering and ROHC performs the PDCP re-establishment, the PDCP entity delivers the compressed PDCP PDUs to the upper layer. In addition, since the PDCP entity does not reset the ROHC context, the consecutive ROHC decompression can happen 
Thus, we should consider the compressed PDCP SDUs stored in the reception buffer at PDCP re-establishment.

	QC
	Yes
	

	NEC
	N
	Agree with Samsung, this is a rare case. 

	MediaTek
	N
	Agree with Samsung

	Ericsson
	Y
	In the scenario described by LG, it is not clear to us if the source cell is released before the subsequent handover is triggered. Maybe LG can clarify?

	LG2
	
	@ Ericsson: Even if the source cell is released before the subsequent handover is triggered, the PDCP entity performs the reconfiguration. In this case, there is no problem. The problem can happen only when the UE performs the legacy handover after performing the DAPS handover. 

	OPPO
	N
	Agree with Samsung that this is rare case.


	Question 2: do companies agree P2 in [5]?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	N
	

	LG
	Y
	This proposal is already applied to the NR PDCP spec. 

	QC
	No
	Existing NR PDCP spec has issue and same should not be propagated to LTE PDCP. We need to first discuss NR PDCP Issue and fix it before changing LTE PDCP spec.
This issue similar to what we raised for proposal S3.12 discussion. 

Here is issue summary :

PDCP status report has 2 functions. 1) to reduce duplication 2) request for re-transmission of missing and decompression failure packets.

In PDCP status report UE receiver sends FMS, NACKs for PDCP SDUs which failed compression and any missing SDUs. Target cell compresses all data packets from FMS with target cell ROHC and re-transmitted only NACKed SDUs. At UE receiver, after ROHC reset, UE does not get all PDCP SDUs in sequence from target cell and which may fail to decompress PDCP SDUs due to not receiving ROHC context of some previous SNs. This can be fixed by enhancing PDCP Status Reporting. 


	NEC
	N
	

	MediaTek
	N
	

	Ericsson
	Y
	

	OPPO
	N
	


	Question 3: do companies agree P3 in [5]?

	Company
	Agree? (Y or N)
	Comments

	Samsung
	N
	

	LG
	Y
	This proposal is already applied to the NR PDCP spec.

	QC
	FFS
	we need to first fix legacy NR PDCP spec issue for PDCP re-establishment procedure.  In general, agree that double decompression should be avoided.

	NEC
	N
	

	MediaTek
	N
	

	Ericsson
	Y
	

	OPPO
	N
	


3 Conclusion
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