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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This document proposes TPs for the TR 38.821 in line with agreements of RAN2#107bis.
[107bis#xx][NR/NTN] Running TP ()
Running TP capturing new agreements in this meeting and removing editor’s notes
Incorporate new pedestrian requirement changes
	Intended outcome: Running TP 
	Deadline:  Thursday 07/11/2019

2. Discussion
The running TP is expected to capture 

1/ Text proposals from the following TDOC:
R2-1914199	TP on tracking area management in NTN  ZTE, Sanchips, Huawei, Ericsson, LG, CATT, Oppo, Hughes
-	Nokia would like some time to review
=>	The TP will be included in the rapporteur running TP to be reviewed until next meeting
=>	Noted

2/ Incorporate new pedestrian requirement changes:
As part of the NGMN (https://www.ngmn.org/) project on Extreme Long-Range Communications for Deep Rural Coverage, a new pedestrian usage scenario has been identified with increased data rate on the uplink.
Proposal 1: Add a new pedestrian usage scenario with 250 kbps data rate on the uplink

It is suggested to adopt same Overall UE density per km2 for both pedestrian usage scenario
Proposal 2: Consider adopt same Overall UE density per km2 for both pedestrian usage scenario which is 100. 

No target peak data rate values have been made available for the study. The experienced data rate are sufficient at this stage.
Proposal 3: Remove the peak data rate columns from the table B.2-1

3/ Proposals to removing editor’s notes
Proposal 4: resolve editors’ notes. See TP.

4/ TPs agreed at RAN2#107bis
The TPs in the following TDOCs: R2-1913969, R2-1914055, R2-1914056, R2-1914069, R2-1914070, R2-1914194, R2-1914196, R2-1914198 were agreed and are incorporated in the draft TR 38.821 v0.9.0 (See draft R3-196330).

5/ Errors in tables 4.2-2 and 7.1-1 regarding max delay difference and max delay variation 
Some errors have been discovered in the following tables
· Table 7.1-1: NTN scenarios versus delay constraints, Source [2]
· Table 4.2-2: Reference scenario parameters

Table 7.1-1 defines “Max delay difference within a NTN beam as seen by the UE” while Table 4.2-2 defines “Max differential delay within a cell”. In order to prevent confusion, we propose to suppress the “Max delay difference within a NTN beam as seen by the UE” row in table 7.1-1.

Proposal 5: Remove the “Max delay difference within a NTN beam as seen by the UE” row in table 7.1-1.

Table 4.2-2 defines “Max delay variation within a beam” but the values are in ms instead of a rate like in table 7.1-1 which defines “Maximum Delay variation as seen by the UE”
In order to prevent confusion, we propose to suppress the “Max delay variation within a beam” row in table 4.2-2.

Proposal 6: Remove the “Max delay variation within a beam” row in table 4.2-2



3. Conclusion

Proposal 1: Add a new pedestrian usage scenario with 250 kbps data rate on the uplink
Proposal 2: Consider adopt same Overall UE density per km2 for both pedestrian usage scenario which is 100. 
Proposal 3: Remove the peak data rate columns from the table B.2-1
Proposal 4: resolve editors’ notes. See TP.
Proposal 5: Remove the “Max delay difference within a NTN beam as seen by the UE” row in table 7.1-1.
Proposal 6: Remove the “Max delay variation within a beam” row in table 4.2-2
Proposal 17: Agree on the text proposals below 


4. Text Proposal for TR 38.821 v0.9.0
START OF CHANGES
[bookmark: _Toc23403938]7.3.1.2	Moving Tracking Area for NTN LEO, Scenario C2 and D2 [17]      
Moving tracking area means that the tracking area sweeps over the ground as the cells move. Due to high speed movement of satellite, the satellite beam and therefore the cell providing coverage for an earth stationary UE will be changed frequently. As a result, a stationary UE would have to keep performing Registration area update (can also be called as tracking area update, i.e. TAU) in RRC_IDLE state. For each Registration area update, the UE needs to initiate connection with the network. For Rel-15 NR this requires 4-steps of the random access procedure followed by some RRC message exchange over the service link. This can become a non-acceptable overhead if all IDLE mode UEs in the registration area need to perform tracking area update (TAU) frequently as the LEO satellite passes by. If the geographical area covered by the Registration area is large, this issue may become slightly less severe.  However, size of the Registration area and paging capacity forms a trade-off as the UE may need to be paged via all cells belonging to the Registration area and thus the paging capacity may become an issue when network initiated calls arrive. 

[bookmark: _Toc23403939]7.3.1.3	Fixed Tracking Area for NTN LEO, Scenario C2 and D2 [17]
[bookmark: _Toc23403940]7.3.1.3.1	Approach 1: For the case when UE location information is unavailable
In order not to have TAU performed frequently by the UE triggered by the satellite motion, the tracking area may be designed to be fixed on ground. For NTN LEO, this implies that while the cells sweep on the ground, the tracking area code (i.e. TAC) broadcasted is changed when the cell arrives to the area of next planned earth fixed tracking area location.
The TAC, or a list of TACs, broadcasted by the gNB needs to be updated as the gNB enters to the area of next planned tracking area. When the UE detects entering a tracking area that is not in the list of tracking areas that the UE previously registered in the network, a mobility registration update procedure will be triggered. 


Figure 7.3.1.3.1-1. An example of updating TAC and PLMN ID in real-time for scenario C2 and D2

As shown in Figure 7.3.1.3.1-1, network update the broadcast TAC in real time according to the ephemeris and confirm the broadcast TAC is associated with the geographical area covered by the satellite beam. UE listens to 
TAI = PLMN ID + TAC and determines to trigger registration area update procedure based on the broadcast TAC and PLMN ID when it moves out of the registration area.
This approach allows to use Rel-15 NR network procedures and can be applied to UE with or without location information.
Two possible options should be studied to update the broadcast TAC:
“hard switch” option: one cell broadcast only one TAC per PLMN. The new TAC replaces the old TAC and there may be some fluctuation at the border area. As shown in Figure 7.3.1.3.1-2, the UE will see its TAC changing like TAC-2-> TAC-1-> TAC-2 from T1 to T3.


Figure 7.3.1.3.1-2. TAC fluctuation at the border area
“soft switch” option: one cell can broadcast more than one TACs per PLMN. The cell adds the new TAC in its system information in addition to the old and removes the old a bit later. If there is a chain of TAs, the TA list adds one TA more and removes one old while the cell sweeps the ground. This also reduces the amount of TAUs for UEs that happen to be located at the border area. However, for the “soft switch” option, the more TACs a cell broadcast, the heavier paging load it experiences, which usually leads to a significant imbalance distribution of paging load among cells. Thus, there is a trade-off between paging load and balancing the fluctuation of actual TA area enabled by the soft switch to be considered in network planning and implementation. 
In some area, the gNB may not be able to provide NTN service and thus not broadcast TAC(s).

Editor’s note: FFS enhancements on UE assistance information in tracking area management in Approach 1.

[bookmark: _Toc23403941]7.3.1.3.2	Approach 2: For the case when UE location information is available
One possible solution is to divide the earth into a lot of geographical areas and each geographical area is mapped to a certain TAC. During initial registration, UE derives the TAC based on its location information (the mapping rule between the geographical area and the TAC value is kept both on UE side and network side), forms the TAI based on the derived TAC and broadcast PLMN ID and reports the TAI to network via Registration Request message. The AMF confirms the reported TAI and includes a TAI list as a registration area the UE is registered to in the Registration Accept message.
When UE moves to a new geographical area, UE derives the TAC based on the location information and forms the TAI based on the derived TAC and PLMN ID. If UE detects entering a tracking area that is not in the list of tracking areas that the UE previously registered to, a mobility registration update procedure will be triggered. UE reports the TAI derived by itself to network via Registration Request message. The AMF confirms the reported TAI and include a new TAI list for the UE in the Registration Accept message. The UE, upon receiving a Registration Accept message, shall delete its old TAI list and store the received TAI list.

Editor’s note: FFS if UE location information (either obtained via GNSS or non-GNSS) is utilized in tracking area management and what is the solution in that case
Editor’s note: From RAN2 perspective fixed TA should be assumed moving forward.  
7.3.1.3.3	Tracking Area recommendation
Fixed Tracking Area is recommended for the WI phase



END OF CHANGES

START OF CHANGES
[bookmark: _Toc23404037]B.2	Performance targets for evaluation purposes
This table includes performance values that may be used for theoretical analysis or simulations.
The values relate to targeted performances, but should not be considered as strict requirements.
Table B.2-1: Non-Terrestrial network target performances per usage scenarios
	Usage scenarios
	Peak data rate (note 1)
	Experience data rate (note 2)
	Overall UE density per km2
	Activity factor (note 3)
	Max UE speed
	Environment
	UE categories
	Sources

	
	DL
	UL
	DL
	UL
	
	
	
	
	
	

	Pedestrian
	
	
	2 Mbps
	60 kbps
	TBD100
	1,50%
	3 km/h
	Extreme coverage
	Handheld
	Data rate => see 7.10.1 "extreme coverage performance" in [13];
UE density => TBD % of rural macro in [12];
Activity factor: see table 6.1.6-1 "extreme rural" in [13]

	Pedestrian 2
	
	
	2 Mbps
	250 kbps
	100
	1,50%
	3 km/h
	Extreme coverage
	Handheld
	NGMN (https://www.ngmn.org/) project on Extreme Long-Range Communications for Deep Rural Coverage

	Vehicular connectivity
	
	
	50 Mbps
	25 Mbps
	TBD
	N.A.
	250 km/h
	Along roads in low population density areas
	Vehicular mounted
	data rate and activity factor in TS 22.261[12];
UE density => TBD % of High-speed vehicle in [12]

	Stationary
	
	
	50 Mbps
	25 Mbps
	TBD
	N.A.
	0 km/h
	Extreme coverage
	Building mounted
	Data rate =>assuming per end-user 50/25 Mbps data rate and an average of 5 end-user devices per stationary UE) rate and 20% activity factor per end-user device

	Airplanes connectivity
	
	
	360 Mbps
	180 Mbps
	TBD
	N.A.
	1 000 km/h
	Open area
	Airplane mounted
	Data rate =>assuming per end-user 15/7.5 Mbps data rate and 20% activity factor per end-user devices (See [12]);
number of users per airplane: average aircraft size (assuming 120 users per plane)

	IoT connectivity (note 4)
	
	
	2 kbps
	10 kbps
	400
	1,00%
	0 km/h
	Extreme coverage
	IoT
	Device density => [15] ;
Data rate and activity factor => derived from [14] annex E.2 "Traffic models for Cellular IoT"

	Public Safety
	
	
	3.5 Mbps
	3.5
Mbps
	TBD
	N.A
	100 km/h
	Open area
	Handheld
	Section 7.1 of TS 22.280
(To the extent feasible, it is expected that the end user's experience is similar regardless if the MCX Service is used with a 3GPP network or based on the use of a ProSe direct communication path. Covers pedestrian speed through medium vehicular speeds.)

	Public Safety
	
	
	3.5 Mbps
	3.5 Mbps
	TBD
	N.A
	250 km/h
	Open area
	Vehicle mounted
	Section 7.1 of TS 22.280
(To the extent feasible, it is expected that the end user's experience is similar regardless if the MCX Service is used with a 3GPP network or based on the use of a ProSe direct communication path.)



Note 1: As defined in [13]Void
Note 2: As defined in [12]
Note 3: As defined in [12]
Note 4: This refers to low power wide area service capability
Note 5: This does not preclude the definition of performance parameters for other usage scenarios in future stages

Signalling (control plane) and data (User plane) interruption time should be made as much as possible equivalent as in terrestrial systems except in the case of handover between satellite and terrestrial access. In the latter case, this interruption time will depend on the satellite orbit.

END OF CHANGES


START OF CHANGES
[bookmark: _Toc23403913]7	Radio protocol issues and related solutions
Editor’s note: to be drafted by RAN2

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403916]7.2		User plane enhancements
Editor’s note: The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded	Comment by Nicolas: RTD compensation offset principle was agreed

END OF CHANGES
START OF CHANGES
7.2.1.4	HARQ
Editor’s note: FFS the impact on other procedures

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403927]7.2.2	RLC
Editor’s note: All RLC modes are supported.
All the RLC modes are supported in non-terrestrial networks.

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403928]7.2.2.1	Status Reporting
..
Editor’s note: The following assumptions will be taken as a baseline and can be revisited if new performance and QoS requirements are defined:
A modification of the t-PollRetransmit timer may not be needed to support NTN.
A modification of the t-statusProhibit timer may not be needed to support NTN.
No modification of the t-PollRetransmit timer and of the t-statusProhibit timer are needed to support NTN.



[bookmark: _Toc23403929]7.2.2.2 	RLC Sequence Numbers

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403931]7.2.3.1	SDU Discard
…
Editor’s note: RAN2 will study the modification of the discardTimer.
Modification of the discardTimer can be discussed in the WI phase.

[bookmark: _Toc23403932]7.2.3.2	Reordering and In-order Delivery
…
Editor’s note: Following assumption will be taken as a baseline and can be revisited if new performance and QoS requirements are defined: RAN2 will study the modification of the timer t-Reordering.
Modification of the t-Reordering timer can be discussed in the WI phase.

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403935]7.3	Control plane enhancements
Editor’s note: RAN2 will study impacts and possible enhancements to Mobility (cell reselection), TA management and update	Comment by Nicolas: This is covered by clauses “7.3.1 Idle mode mobility enhancements” and “7.3.2	Connected mode mobility enhancements”
…
Editor’s note: characteristic of the measurement variations in satellite systems will be added here	Comment by Nicolas: Some further TDOCs are expected to address this issue at RAN2#108
Editor’s note: It is agreed that UE location and satellite ephemeris information would be beneficial	Comment by Nicolas: Some further TDOCs are expected to address this issue at RAN2#108


END OF CHANGES
START OF CHANGES
7.3.1.6	Using ephemeris information and UE location information
Ephemeris information and UE location information can be used to help UEs perform measurement and cell selection/reselection, in addition to PCI and frequency information included in the broadcast system information. How to deliver and utilize the information is FFScan be defined in the WI phase.


END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403946]7.3.2	Connected mode mobility enhancements

Editor’s note: RAN2 will study impacts and possible enhancements to Mobility (hand-over)	Comment by Nicolas: This is covered by clause “7.3.2 Connected mode mobility enhancements”

Editor’s note: NTN specific aspects related CHO can be studied in the RAN2#106meeting	Comment by Nicolas: It has been addressed in clause “7.3.2.2.2 Conditional Hand-Over”

For GEO NTN, mobility management procedures require adaptations to accommodate large propagation delay. In particular radio link management may require specific configuration.
For LEO NTN, mobility management procedures should be enhanced to take into account satellite movement related aspects such as measurement validity, UE velocity, movement direction, large and varying propagation delay and dynamic neighbour cell set.

Editor’s note: In the context of clause 7:
· Only cell level mobility is considered	Comment by Nicolas: This recommendation was followed in the study of mobility management procedures
· Transparent GEO (A) and LEO with moving beam (C2, D2) architectures are studied in priority. Additional scenarios may be considered pending outcome of NTN study in RAN1.	Comment by Nicolas: Some further TDOCs are expected to compare the Earth fixed and Earth movong beams


END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403961]7.3.3	Paging issue
Editor’s note: RAN2 will study impacts and possible enhancements to TA management and update and report to RAN3

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403967]7.3.6	TBD
Editor’s note, section can be added based on enhancements identified to be studied

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23404018]8.7.1.1.1	Transparent LEO, Architecture Option 1, different gNBs
…
Editor’s note: FFS on details how to enable cells of two gNB via the transparent LEO satellite.
How to enable cells of two gNB via the transparent LEO satellite can be defined in the WI phase
END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403915]7.1.1	Delay
In order to reduce the standardization work, the table here below identifies the worst case NTN scenarios to be considered for the delay constraint.

Table 7.1-1: NTN scenarios versus delay constraints, Source [2]
	NTN scenarios
	A
	B
	C1
	C2
	D1
	D2

	
	GEO transparent payload
	GEO regenerative payload
	LEO transparent payload
	LEO regenerative payload

	Satellite altitude
	35786 km
	600 km

	Relative speed of Satellite with respect to earth
	negligible
	7.56 km per second

	Min elevation for both feeder and service links
	10° for service link and 10° for feeder link

	Typical Min / Max NTN beam foot print diameter (note 1) 
	100 km / 3500 km
	50 km / 1000 km

	Maximum propagation delay contribution to the Round Trip Delay on the radio interface between the gNB and the UE
	541.46 ms (Worst case)
	270.73 ms
	25.77 ms
	12.89 ms

	Minimum propagation delay contribution to the Round Trip Delay on the radio interface between the gNB and the UE
	477.48 ms
	238.74 ms
	8 ms
	4 ms

	Maximum Delay variation as seen by the UE
(note 2)
	Negligible
	Up to +/- 40 µs/sec (Worst case)
	Up to +/- 20 µs/sec

	Maximum delay difference within a NTN beam as seen by the UE
(note 3)
	16 ms (Worst case)
	4.44 ms

	Max rate of hand-over (FFS)	Comment by Nicolas: This is constellation implementation dependent
	
	
	
	
	
	

	NOTE 1: The beam foot print diameter are indicative. The diameter depends on the orbit, earth latitude, antenna design, and radio resource management strategy in a given system.
NOTE 2: The delay variation measures how fast the round trip delay (function of UE-satellite-NTN gateway distance) varies over time when the satellite moves towards/away from the UE. It is expressed in µs/s and is negligible for GEO scenario
NOTE 3: The delay difference compares the delay (function of UE-satellite-NTN gateway distance) experienced by two different UEs served by the same beam at a given timeVoid
NOTE 4: Speed of light used for delay calculation is 299792458 m/s.



END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403894]5.3	Multi connectivity involving NTN-based NG-RAN (FFS)
[bookmark: _Toc23403895]5.3.1	Overview

END OF CHANGES
START OF CHANGES
[bookmark: _Toc23403898]5.4	Service continuity between NTN and Terrestrial Networks
In 3GPP TS 22.261 (Clause 6.2.3	Service continuity requirements), for a 5G system with satellite access, the following requirements apply:
-	The 5G system shall support service continuity between 5G terrestrial access network and 5G satellite access networks owned by the same operator or owned by 2 different operators having an agreement.

[image: ]
Figure 5.4-1: Typical example of NTN-TN interworking 
FFS: The NTN and TN could either operate in two different frequency bands (e.g. FR1 vs FR2), or in same frequency band (e.g. FR1 or FR2).
The NTN reference scenarios as listed in chapter 4.2 considers two types of NTN UEs, a) UE with Omni directional antenna, b) UE with directive antenna. For the support of NTN-TN service continuity use cases, assumptions on UE characteristics considering NTN use cases are listed in the below table:

END OF CHANGES
START OF CHANGES
Table 4.2-2: Reference scenario parameters
	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	Orbit type
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point 
	circular orbiting around the earth

	Altitude
	35,786 km
	600 km
1,200 km

	Spectrum (service link)
	<6 GHz (e.g. 2 GHz)
>6 GHz (e.g. DL 20 GHz, UL 30 GHz)

	Max channel bandwidth capability (service link)
	30 MHz for band < 6 GHz
1 GHz for band > 6 GHz

	Payload
	Scenario A : Transparent (including radio frequency function only)
Scenario B: regenerative (including all or part of RAN functions)
	Scenario C: Transparent (including radio frequency function only)
Scenario D: Regenerative (including all or part of RAN functions)

	Inter-Satellite link
	No
	Scenario C: No
Scenario D: Yes/No (Both cases are possible.)

	Earth-fixed beams
	Yes
	Scenario C1: Yes (steerable beams), see note 1
Scenario C2: No (the beams move with the satellite)
Scenario D 1: Yes (steerable beams), see note 1
Scenario D 2: No (the beams move with the satellite)

	Max beam foot print size (edge to edge) regardless of the elevation angle
	3500 km (Note 5)
	1000 km

	Min Elevation angle for both sat-gateway and user equipment
	10° for service link and 10° for feeder link
	10° for service link and 10° for feeder link

	Max distance between satellite and user equipment at min elevation angle
	40,581 km
	1,932 km (600 km altitude)
3,131 km (1,200 km altitude)

	Max Round Trip Delay (propagation delay only)
	Scenario A: 541.46 ms (service and feeder links)
Scenario B: 270.73 ms (service link only)
	Scenario C: (transparent payload: service and feeder links)
· 25.77 ms (600km)
· 41.77 ms (1200km)

Scenario D: (regenerative payload: service link only)
· 12.89 ms (600km)
· 20.89 ms (1200km)

	Max delay variation within a beam (earth fixed user equipment)
	16ms
	4.44ms (600km)
6.44ms (1200km)

	Max differential delay within a cell (Note 6)
	10.3 ms
	3.12 ms and 3.18 ms for respectively 600km and 1200km

	Max Doppler shift (earth fixed user equipment)
	0.93 ppm
	24 ppm (600km)
21ppm(1200km) 

	Max Doppler shift variation (earth fixed user equipment)
	0.000 045 ppm/s 
	0.27ppm/s (600km)
0.13ppm/s(1200km)

	User equipment motion on the earth
	1200 km/h (e.g. aircraft)
	500 km/h (e.g. high speed train)
Possibly 1200 km/h (e.g. aircraft)

	User equipment antenna types
	Omnidirectional antenna (linear polarisation), assuming 0 dBi
Directive antenna (up to 60 cm equivalent aperture diameter in circular polarisation)

	User equipment Tx power
	Omnidirectional antenna: UE power class 3 with up to 200 mW
Directive antenna: up to 20 W

	User equipment Noise figure
	Omnidirectional antenna: 7 dB
Directive antenna: 1.2 dB

	Service link
	3GPP defined New Radio

	Feeder link
	3GPP or non-3GPP defined Radio interface
	3GPP or non-3GPP defined Radio interface


NOTE 1:	Each satellite has the capability to steer beams towards fixed points on earth using beamforming techniques. This is applicable for a period of time corresponding to the visibility time of the satellite
NOTE 2:	Max delay variation within a beam (earth fixed user equipment) is calculated based on Min Elevation angle for both gateway and user equipment
NOTE 3:	Max differential delay within a beam is calculated based on Max beam foot print diameter at nadir
NOTE 4:	Speed of light used for delay calculation is 299792458 m/s.
NOTE 5: The Maximum beam foot print size for GEO is based on current state of the art GEO High Throughput systems, assuming either spot beams at the edge of coverage (low elevation).
NOTE 6: The maximum differential delay at cell level has been computed considering the one at beam level for largest beam size. It doesn’t preclude that cell may include more than one beam when beam size are small or medium size. However the cumulated differential delay of all beams within a cell will not exceed the maximum differential delay at cell level in the table above.


END OF CHANGES
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