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In RAN2#107, following agreements related to consistent UL LBT failure were made [1].
L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type. 
The UL LBT failure mechanism will have the same recovery mechanism for all failures regardless UL transmission type
UL LBT failures are detected per BWP
The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF


Baseline Mechanism, further enhancements not precluded: 
A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 
Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
The timer is started/restarted when UL LBT failure occur. 

In RAN2#107bis, following agreements related to consistent UL LBT failure were made [2]
Agreements:
1. MAC relies on reception of a notification of UL LBT failure from the physical layer to detect a consistent UL LBT failure.  
2. The UE switches to another BWP and initiates RACH upon declaration of consistent LBT failure on PCell or PSCell if there is another BWP with configured RACH resources.    
3. The UE shall perform RLF recovery if the consistent UL LBT failure was detected on the PCell and UL LBT failure was detected on “N” possible BWP.   “ 
4. When consistent uplink LBT failures are detected on the PSCell, the UE informs MN via the SCG failure information procedure after detecting a consistent UL LBT failure on “N” BWPs.   
5. “N” is the number of configured BWPs with configured PRACH resources.   If N is larger than one it is up to the UE implementation which BWP the UE selects.  
6. When consistent uplink LBT failures are detected on an SCell, a new MAC CE to report this to the node where SCell belongs to is used.  FFS whether the MAC CE can be used to report failure on PCell

In this contribution, we discuss the remaining issue to detect consistent UL LBT failure mechanism and provide our views accordingly.
Discussion
In RAN2#107 meeting, it was agreed to use BFD mechanism as a baseline to detect consistent UL LBT failures on the serving cell. According to 38.321, beam failure is detected by counting beam failure instance indication from the PHY to the MAC entity. Furthermore, BFD RS is transmitted at a fix periodicity. There is a similarity between beam failure instance and LBT failure indication. When UE initiated UL transmission is not successful due to LBT failure, PHY entity sends LBT failure indication to MAC entity. Upon receiving LBT failure indication, MAC entity starts the lbt-FailureDetectionTimer and increments LBT_COUNTER. Every time when LBT failure indication is received, lbt-FailureDetectionTimer is restarted and in case lbt-FailureDetectionTimer expires, the LBT_COUNTER is reset. If LBT_COUNTER reaches a configured threshold value before the lbt-FailureDetectionTimer expires, UE triggers the consistent UL LBT failure event. 
The key difference compared to BFD mechanism is that LBT is not performed in a periodic manner. The reason is that UE performs different UL transmission at different instance in time. The lbt-FailureDetectionTimer and LBT_COUNTER are common among different types of the transmission like PRACH, SR and CG. Additionally, within UE initiated COT, UE has to use CAT 4 LBT with random back off that is different from time to time. Therefore, it would be difficult to set reasonable lbt-FailureDetectionTimer duration and LBT_COUNTER value used to determine whether UL LBT failure is triggered or not. In order to see such difficulty, we explain two cases. 
Case 1: lbt-FailureDetectionTimer is configured based on the shorter UL transmission periodicity. In this case UE would not declare the consistent UL LBT failure even though LBT channel is busy which has an impact on the UE’s performance. As shown in figure 1, periodicity of R1 (Resource 1) and R2 (Resource 2) are X and Y respectively. lbt-FailureDetectionTimer is configured based on the periodicity X. If the UE only has UL transmission on R1 then UE may not able to declare consistent UL LBT failure for periodicity Y because the lbt-FailureDetectionTimer will expire and LBT_COUNTER will be reset before the next R1 arrives.


 
Figure 1: lbt-FailureDetectionTimer based on the shorter periodicity
Case 2: lbt-FailureDetectionTimer is configured based on the longer UL transmission periodicity. In this option, UE may reach configured threshold in a short time that have shorter UL transmission periodicity and as a result it would declare consistent UL LBT failure earlier. As shown in figure 2, lbt-FailureDetectionTimer is configured based on the periodicity Y. If UE only has UL transmission on R2, it would report consistent UL LBT failure faster than R1.



Figure 2: lbt-FailureDetectionTimer based on the longer periodicity
Observation: The lbt-FailureDetectionTimer can be adjusted to be longer or shorter UL transmission periodicity
· the longer the lbt-FailureDetectionTimer value, the faster the consistent UL LBT failure event will be triggered and vice versa.
In order to cover all cases, we think the lbt-FailureDetectionTimer should be configured based on the longer periodicity of UL transmission. 
Proposal 1: It is recommended that the lbt-FailureDetectionTimer should be configured based on the longer UL transmission periodicity.
If the lbt-FailureDetectionTimer is configured based on longer UL transmission interval then the UE would declare “consistent UL LBT failure” very fast in case that the UL transmissions are carried out in a very dense manner. As a result, UE would unnecessary switch its BWP. Even if UE changes BWP, there is no guarantee that the channel on new BWP would be idle for the UE to perform UL transmission. As a consequence, UE may detect consistent UL LBT failure on “N possible BWP” in a short time which makes UE to declare RLF pretty quickly. Furthermore, we think, triggering RLF can be added further delay to send UL transmission. Therefore, we propose another timer which prohibits the UE from declaring the “consistent UL LBT” failure too fast. The new timer (as well lbt-FailureDetectionTimer) would be started when the first LBT failure instance occurs and UE would not declare consistent UL LBT failure while the new timer is running. Once the new timer expires, UE would check whether LBT_COUNTER reaches configured threshold. If LBT_COUNTER reaches configured threshold, UE would declare “consistent UL LBT failure” and switch to another BWP. The benefit of the new timer ensures that the UE only declares consistent UL LBT failure and switches its BWP when the channel condition is consistently bad. The overall procedure is illustrated in the figure 3. 


 
Figure 3: UE switches its BWP upon expiry of new Timer
Proposal 2: In addition to lbt-FailureDetectionTimer, RAN2 introduce a new timer which is configured to prevent the UE from declaring the consistent UL LBT failure too fast.
Conclusions
In this contribution, we discussed the remaining issue to detect consistent UL LBT failure. Additionally, we ask RAN2 to discuss the following observation and proposals: 
Observation: The lbt-FailureDetectionTimer can be adjusted to be longer or shorter UL transmission periodicity
· the longer the lbt-FailureDetectionTimer value, the faster the consistent UL LBT failure event will be triggered and vice versa.
Proposal 1: It is recommended that the lbt-FailureDetectionTimer should be configured based on the longer UL transmission periodicity.
Proposal 2: In addition to lbt-FailureDetectionTimer, RAN2 introduce a new timer which is configured to prevent the UE from declaring the consistent UL LBT failure too fast.
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