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Introduction

According to the RAN2#106 meeting and RAN2#107 meetings, the following agreements were agreed on flow control mechanism [1].

	Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control.

In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. 

The UL end-to-end flow control is not supported in IAB network

The DL hop-by-hop flow control is supported in IAB network. 

One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.

DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 

Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity

BAP layer supports the DL hop-by-hop flow control and flow control feedback function

It is FFS how to trigger the the DL hop-by-hop flow control in IAB network


In this contribution, we will focus on the FFS issues about DL flow control and discuss the detailed design.   
Discussion 

In the multi-hop IAB network, when data traffic arrives in burst or radio link quality deteriorates quickly, congestion may occur. For downlink, the DL grants for the MT part of IAB node are allocated by the DU part of parent IAB node. However, the DU part of parent IAB node is not aware of the DL buffer status of the DU part of IAB node. If the data rate of downlink ingress bearer is higher than that of egress bearer, the downlink buffer in the DU part of IAB node may overflow and some downlink data packets may be dropped. As agreed in RAN2#107 meeting, the DL hop-by-hop flow control is supported in IAB network. One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node. And then, parent IAB node or IAB donor could adjust downlink data rate according to the feedback information to mitigate the downlink congestion.

During the latest RAN2#107bis meeting[2], many companies think the congested nodes should feedback the “source” of the congestion problem to the parent nodes. However, no consensus could be reached on the exact format of the “source”. During the online discussion, there are four options  as below:
No information 

Implicit information: the BH RLC channel the feedback is sent on is the BH RLC channel for which packets are buffered. 

Routing IDs of buffered traffic which cause DL data congestion should be included to the DL flow control feedback.(covers congestion on next IAB link(s))

UE id + UE bearer ID of buffered traffic (covers also UE access link congestion) 
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Figure 1  Example of the hop by hop flow control
For option 1, Taking Figure 1 as an example, when the link between IAB node2 and IAB node4 is congested, i.e. BH RLC Channel6 is congested, IAB node2 reports nothing to IAB node1. The advantages and disadvantages are as follows.
Advantages: it is easy to implement and there is no change to the protocol.

Disadvantages: the effect of flow control is poor, and it may not  slow down the  DL congestion.

For option 2, Taking Figure 1 as an example,  in the mapping table of IAB node2, the ingress BH RLC Channel3 mapping to the egress BH RLC channel5 and egress BH RLC Channel6. when the link between IAB node2 and IAB node4 is congested, i.e. BH RLC Channel6 is congested, IAB node2 reports the flow control information of ingress BH RLC Channel3 corresponding to egress BH RLC Channel6 to IAB node1, and then the IAB node1 slows down the downlink data transmission of ingress BH RLC channel 3 to alleviate the DL congestion.The advantages and disadvantages are as follows.
Advantages: it  can slow down the  DL congestion  and there is small overhead requirement to the  flow control PDU.
Disadvantages: it may not accurately slow down the source of congestion. For example, when IAB node1 slows down the sending of downlink data to ingress BH RLC Channel3, the congested data of egress BH RLC Channel6 will be slowed down and the congestion will be relieved, but the data of non congested egress BH RLC channel5 will also be unnecessarily slowed down and the resource utilization will be reduced.

For option 3, Taking Figure 1 as an example,  in the mapping table of IAB node2, the ingress BH RLC Channel3 mapping to the egress BH RLC channel5 and egress BH RLC Channel6. when the link between IAB node2 and IAB node4 is congested, i.e. BH RLC Channel6 is congested, IAB node2 reports the routing ID information of the packets on egress BH RLC Channel6 to IAB node1, and IAB node1 slows down the sending of the downlink packets of the routing ID.

Advantages: it can accurately reduce the source of congestion.

Disadvantages: when the BAP sub header carried by the packets of the converged link corresponds to different routing IDs, IAB node2 is required to carry multiple routing IDs in the flow control message. It is unclear whether it is necessary to feedback all possible routing IDs or select several routing IDs for feedback.  All in all, this method increases signaling overhead and standardization complexity.

For option4, Taking Figure 1 as an example,  in the mapping table of IAB node2, the ingress BH RLC Channel3 mapping to the egress BH RLC channel5 and egress BH RLC Channel6. when the link between IAB node2 and IAB node4 is congested, i.e. BH RLC Channel6 is congested, IAB node2 reports the UE ID and UE bearer information of the packets on egress BH RLC Channel6 to IAB node1, and IAB node1 slows down the sending of the downlink packets of the UE bearer of the UE ID.

Advantages: it can accurately reduce the source of congestion.

Disadvantages: this scheme requires the BAP layer to add UE ID and UE bear information into the BAP sub header of each packet, which increases the protocol complexity. In addition, when the UE ID and UE bear of the packets on the congestion link are different, IAB node2 is required to carry all UE ID and UE bear in the flow control message, which has a large overhead to the flow control PDU.

Based on the above analysis: for option 1, though it is easy to implement, it is not a good way to slow down the DL congestion. For option 3 and option 4, although they can accurately reduce the source of congestion, they increase the protocol complexity and have a lot of overhead to the flow control PDU. For option 2 is an alternative.

Proposal 1: For DL hop-by-hop flow control feedback, the congested IAB node should feedback the ingress BH RLC Channel ID corresponding to the congested egress BH RLC Channel to the parent IAB node.

During the flow control email discussion, a majority of the companies think that IAB node load buffer, such as the downstream buffer size should be included in the flow control feedback. However, the definition of the downstream buffer size is not clear. In our opinion, the total buffer size for a given BH RLC channel can be divided into two parts: occupied buffer and unoccupied buffer, as shown in figure 2. The occupied buffer denotes the buffer size that is used to carry the data packets to be transmitted while the unoccupied buffer denotes the buffer size that could be used for upcoming data packets. We may also call the unoccupied buffer size as desired buffer size. In our opinion, it is more useful to report the desired buffer size for DL hop by hop flow control feedback. Upon receiving the desired buffer size for a given BH RLC channel, the the parent IAB node can slow down the DL data transmission of this BH RLC Channel, for example, only transmit the amount data of desired buffer size to the intermediate IAB node. As a matter of fact, the desired buffer size and or desired data rate defined in downlink data delivery status frame in F1-U could be reused for DL hop-by-hop flow control.
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Figure 3  Example of IAB node buffer

Proposal 2: For DL hop-by-hop flow control feedback, the  IAB node buffer load included in the feedback info should be the unoccupied buffer size. That is, the desired buffer size of ingress BH RLC Channel corresponding to the congested egress BH RLC Channel to the parent IAB node. 

For the trigger mechanism of the DL hop-by-hop flow control, Some companies suggest to define certain threshold to trigger the DL hop by hop flow control. Once the occupied buffer status exceeds the threshold, the DL flow control could be triggered. We think  it's difficult to define specific thresholds since different BH RLC channels have different QoS requirement.  According to the latest NR user plane protocol TS38.425, the corresponding node shall send the DL DATA DELIVERY STATUS (DDDS) if the Report Polling Flag is set to 1 or when the NR PDCP PDU with the indicated DL report NR PDCP PDU SN has been successfully delivered. It means the F1-U flow control can be triggered based on the Polling or SN trigger mechanism. It means the F1-U flow control can be triggered based on the Polling or SN trigger mechanism in NR. For the Polling trigger mechanism, it is needed in NR to support the CU to control the DL data transmission between multiple DUs, but there is no such requirement in the IAB. For the SN trigger mechanism, if the IAB support the SN based trigger, it reqires the BAP header of DL data include the PDCP SN which  increases the protocol complexity.We can come to a conclusion both of the Polling and SN trigger mechanism are not suitable for the DL hop-by-hop flow control in IAB network. In our opinion, this can be up to IAB node implementation and we do not specify any criteria. 

Proposal 3: How to trigger the DL hop-by-hop flow control can be up to IAB node implementation. 
Conclusion

In this contribution, we focused on the DL flow control and discuss its detailed design. And we have the following observations and proposals:

Proposal 1: For DL hop-by-hop flow control feedback, the congested IAB node should feedback the ingress BH RLC Channel ID corresponding to the congested egress BH RLC Channel to the parent IAB node.

Proposal 2: For DL hop-by-hop flow control feedback, the IAB node buffer load included in the feedback info should be the unoccupied buffer size. That is, the desired buffer size of ingress BH RLC Channel corresponding to the congested egress BH RLC Channel to the parent IAB node. 

Proposal 3: How to trigger the DL hop-by-hop flow control can be up to IAB node implementation. 
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