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1. Introduction
Rel-16 IAB has seen good progress in routing, as summarized in the Appendix. In RAN2#107bis meeting, RAN2 discussed several issues related to IAB routing and made the following agreements [1]:
	BAP header: 
Routing ID is 13bits
There is a C/D bit
Length of the BAP address and BAP path ID sub-fields of the BAP routing ID to be fixed/predefined 
For the DL, BAP address is 10bits and BAP path ID is 3bits
For the UL, BAP address is FFS bits and BAP path ID is FFS bits 
R2 expects that there will be no restrictions in the TS to restrict configuration of routing ID and its components. The network has to ensure that e.g. there is no path confusion.


Based on these, we further discuss the remaining issues with IAB routing and provide our views on the issues.
Discussion
0. Optionality of BAP path ID
If the path ID is part of the BAP header and is present in the routing table, the whole procedure is discussed and well understood. But in the previous discussions there are views that path ID can be optional instead of always there. 
If the path ID does not exist in the BAP header, it is possible to choose path through two ways.
· The path is chosen randomly among all possible ones, as long as the path is leading to the proper destination. This seems sub-optimal in terms of efficiency, and there is probability of link congestion when traffic load is high.
· Or if there is certain priority configured for the possible paths, IAB-node choose the one with highest priority. This might not always be flexible unless the priority can be re-configured based on need. 
Donor configures the routing table in IAB-nodes in such a way that traffic towards a destination may distribute to multiple possible paths in order for balance. Technically speaking it is possible to achieve this via prioritization of the paths. However, it seems simple design to have the path ID always present in routing ID and also as part of the routing table configuration. Besides, the gain of dropping path ID is not very significant. 
We therefore have the following proposals. 
[bookmark: _Ref23842346][bookmark: p1]Proposal 1	BAP path ID is always included in BAP header.

0. Local re-routing
· Trigger(s) for local re-routing
[bookmark: _Ref23842350][bookmark: _Ref24018859]In the previous discussions, the possible triggers of local re-routing include RLF and load control. For RLF case, re-routing is needed. While for overload handling, it may be more controversial. Some of the concerns may be that overload might be temporary, and it may also be handled via other means. Furthermore, the IAB-node might not have sufficient knowledge of the load situation of all alternative paths. It is also useful to note that flow control mechanism exists, which to some extent alleviate the situation. For these reasons, it becomes unclear whether re-routing is beneficial in terms of load reasons. To have a simple mechanism we propose the following. 
[bookmark: p2]Proposal 2	Local re-routing applies only when RLF occurs.
· Path selection in re-routing
[bookmark: _Ref23842352]Based on previous agreements, each BAP address can have one or multiple entries in the routing table to enable local route selection. When the path ID indicated by the BAP header is RLF, local node can select an entry with the highest priority from the path ID available in the table. If multiple paths select with the same priority in the same IAB-node, IAB-node determines the priority choice for each path, avoiding multiple paths choosing the same path ID. Furthermore as discussed in [2], we prefer to leave room for IAB-node implementation in terms of re-routing based on priority. 
[bookmark: p3]Proposal 3	Donor-CU can configure priority associated with each BAP routing ID in the routing table.
[bookmark: _Ref23842353][bookmark: _Ref24018863][bookmark: p4]Proposal 4	If there are multiple alternative paths towards the intended destination, IAB-node may select a new path based on the configured priority.

0. Content of IAB routing table entry  
From the previous discussions, it is clear that the IAB-node obtains the routing ID from the BAP header, and uses the routing ID to identify an entry in the routing table [2]. 
In RAN2 #107bis the following was agreed
For BAP routing Next Hop ID, The BAP address of the next hop node to be used as the next hop identifier for the downstream
For BAP routing Next Hop ID, The BAP address of the next hop node also to be used as the next hop identifier for the upstream 
So with Proposal 1 the procedure seems clear, i.e., an entry of the routing table includes the following fields: {Destination address, Path ID, Next Hop ID}.
One more potential issue to close is whether Path ID is optional in the entry. Firstly, again there seems to be no big gain from dropping the Path ID, but it actually creates more branches in specification and implementation. Secondly, if some of the entries have Path ID and the others not having it, the procedure of routing becomes more complex, as the IAB-node needs to treat these entries differently. 
In short, we prefer a simple procedure where IAB-node identifies the entry based on routing ID and the entry gives the Next hop ID (and thus next hop link). 
[bookmark: _Ref23842356][bookmark: p5]Proposal 5	An entry of routing table includes: destination address, path ID, next hop ID.
[bookmark: p6]Proposal 6	Path ID is always included in routing table entry. 

Conclusion
In this contribution we discuss on IAB routing open issues, and we summarize our views in the following. 
Proposal 1	BAP path ID is always included in BAP header.
Proposal 2	Local re-routing applies only when RLF occurs.
Proposal 3	Donor-CU can configure priority associated with each BAP routing ID in the routing table.
Proposal 4	If there are multiple alternative paths towards the intended destination, IAB-node may select a new path based on the configured priority.
Proposal 5	An entry of routing table includes: destination address, path ID, next hop ID.
Proposal 6	Path ID is always included in routing table entry. 
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Appendix Previous Agreements:
	RAN2#105bis 
R2-1905063	Summary of email discussion [105#46][IAB] Routing	LG Electronics Inc.	discussion	Rel-16	NR_IAB-Core DISCUSSION
· Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 
· FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 
· Load balancing by routing by Donor CU shall be possible
· Local selection of path/route is done at link failure, other cases FFS
RAN2#107 
R2-1908363	Offline 105 - IAB BAP routing	Qualcomm
· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
· Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)
· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries are for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
· Each BAP routing id has only one entry in the routing table.
· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
RAN2#107bis 
· BAP header: 
· Routing ID is 13bits
· There is a C/D bit
· Length of the BAP address and BAP path ID sub-fields of the BAP routing ID to be fixed/predefined 
· For the DL, BAP address is 10bits and BAP path ID is 3bits
· For the UL, BAP address is FFS bits and BAP path ID is FFS bits 
R2 expects that there will be no restrictions in the TS to restrict configuration of routing ID and its components. The network has to ensure that e.g. there is no path confusion.
· For BAP routing Next Hop ID, The BAP address of the next hop node to be used as the next hop identifier for the downstream
· For BAP routing Next Hop ID, The BAP address of the next hop node also to be used as the next hop identifier for the upstream 








