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1. Introduction
The last SA2#133 meeting discussed the delay critical QoS handlings and sent a LS to RAN in [1]. Generally two questions are raised with respect to. 
· Packet Discarding for delayed packets of QoS flows with Delay critical GBR resource type;
· Direction-specific values for the CN component of the PDB
In the last RAN2#107 meeting, the above questions were discussed without any consensus. 
=>
We will revisit the topic and try to respond from the next meeting

This contribution intends to provide further considerations to address the open issues, and the companion draft LS is provided in [2].
2. Discussion
2.1 The packet discarding at RAN
SA2 raised the questions regarding the delayed packet discarding for the delay critical GBR QoS flow as follows. 
Q1) SA WG2 would like to ask RAN WG2 whether for QoS Flows of Delay critical GBR resource type a new QoS profile parameter (Delayed Packet Discarding) for controlling the handling of delayed packets at the RAN node is considered to be helpful to avoid wasting RAN resources. 
Q2) SA WG2 would like to ask RAN WG2 whether for QoS Flows of Delay critical GBR resource type a recommendation to deliver packets that are delayed more than the delay budget for the radio interface is acceptable as long as the other QoS requirements of this QoS Flow can be fulfilled or other QoS Flows are not affected.

Currently in TS 23.501, the delayed packets for delay critical GBR QoS flows can be discarded based on the “local decision”. 
“The PDB for Non-GBR and GBR resource types denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded and is not added to the PER. However, for a Delay critical GBR resource type, packets delayed more than the PDB are added to the PER and can be discarded or delivered "depending on local decision".
Typically, when a delayed packet for a delay critical GBR QoS flow has exceeded the PDB, the RAN can either discard or still transmit them based on “local decision”, for instance
·  If the delayed packet is discarded, it is useful to save the radio resources, and other new packets can have more chances to be transmitted as the delayed packet has been anyways added to PER, however, it MAY be useful for the application layer due to relevance to other packets. For instance, in real-time video applications, the late packets are still required as the decoder needs to receive all the packets for precise image analysis;
·  If the delayed packet is transmitted, it MAY be useless for the application layer to receive this packet, however, for which the RAN has no such explicit kind of information yet about the application. 
Therefore, the local decision at RAN node is sometimes inconsistent with the requirements of the URLLC traffic without the knowledge of application. In addition, the “local decision” may change from time to time, depending on the network load, and may be different from node to node in a multi-vendor PLMN. Therefore, the due to lack of the additional information, it may cause inconsistent handling across NG-RAN nodes and even within the same NG-RAN node, which cause errors in the application layer.
Proposal 1: Inconsistent handling of late packets across RAN nodes and even within the same RAN node may cause errors in the application layer.
Hence if the CN provides the new indicator regardless of Delayed Packet Discarding or recommendation, it gives the RAN the preference from Application Function (AF) to consider when making the decision. [3] argued that the RAN node “resource waste” is negligible as the delay-critical QoS flow normally requires a high reliability guarantee, e.g. PER is set to 10^-4. However, it is misunderstood to use the metrics of eMBB to evaluate sort of URLLC even in the case of low rate QoS flow, where the late packet plays a valuable role in application layer that cannot be completely reflected in radio resources. Note that for some V2X applications in TS 22.186, there are some services requirement larger bit rates and therefore the RAN resources that can be saved is considerable [4]. Note that multi-leg duplication for URLLC may improve the savings up to 4 times. In cases that the original QoS cannot be fulfilled, the RAN node is allowed to provide notification to CN to indicate the status. Therefore, the potential savings can be further improved in the “abnormal case”. 
	Communication scenario description
	Req #
	Max end-to-end latency (ms)
	Reliability (%)
	Data rate (Mbps)

	Information exchange between a UE supporting V2X application and a V2X Application Server
	[R.5.5-002]
	5
	99.999
	UL: 25

DL: 1


Proposal 2: RAN2 understands that the potential RAN resource waste that can be avoided is to continuously deliver one out of 10^-4-10^5 packets after it has not been delivered within the delay budget, but more RAN resources can be saved under some circumstances when PER is not met.
2.2 Flow direction of CN part of PDB
Q3) SA WG2 would like to ask RAN WG2 whether for QoS Flows of Delay critical GBR resource type direction-specific values for the CN component of the PDB can be used by the NG-RAN to operate with different delay budgets for the uplink and the downlink direction and helpful to improve the resource scheduling for the NG-RAN.

Currently in TS 23.501, the core network packet delay budget (CN PDB) represents the delay between the UPF and RAN. Then the RAN can derive the 5G-AN PDB by subtracting the CN PDB from the end-to-end PDB value. Hence if the RAN is provided with the direction-specific values of CN PDB, then the RAN can derive the AN PDB for DL and UL respectively. 
According to the offline in the last meeting, majority companies in RAN2 didn't see a strong technical obstacle to have the direction-specific CN PDB. From the perspective of flexible resource scheduling, we think it is slightly recommended to have the direction-specific values. 

Proposal 3: RAN2 thinks that it is helpful to improve the resource scheduling for the uplink and downlink scheduling for the RAN respectively.
4. Conclusion and proposal
This discussion paper show it is feasible from a RAN perspective to support the return to the initial QoS profile. The following observation and proposal are made. 
Proposal 1: Inconsistent handling of late packets across RAN nodes and even within the same RAN node may cause errors in the application layer for certain delay-critical QoS flows.
Proposal 2: RAN2 understands that the potential RAN resource waste that can be avoided is to continuously deliver one out of 10^-4-10^5 packets after it has not been delivered within the delay budget, but more RAN resource can be saved under some circumstances when PER is not met.
Proposal 3: RAN2 thinks that it is helpful to improve the resource scheduling for the uplink and downlink scheduling for the RAN respectively.
The LS can be found in our companion paper in [2]. 
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