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1. Introduction
A new WI on NR Industrial Internet of Things has been approved [1], including the following objectives:
· Address support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, as captured in TR 38.825, section 6.5.2. [RAN2, RAN1].
· Support of provisioning, from Core Network to RAN and between RAN nodes (e.g. upon handover), of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL) [RAN3].

In this contribution, we detail further our views regarding possible enhancements to support TSC (equivalently TSN) scheduled traffic efficiently.
2. Discussion
2.1. Traffic Periodicity vs CG Periodicity
A configured grant (CG) provides regular pre-configured transmission opportunities (time/frequency resources) with periodicity and time offset related to the RAN radio frame structure (slots/OFDM symbols).
In LTE, CG was initially introduced for periodic traffic services like VoLTE, with periodicity matching the traffic (e.g. 20ms for voice). CG was later extended to support very low latency for sporadic traffic, with lower periodicity matching such low latency (e.g. 1ms), and skip uplink feature (no transmission when there is no UL data). 
TSN traffic is expected to be both periodic and latency critical, with known sending time (traffic time offset). It is expected that 5GS, acting as a TSN bridge, is synchronized with high precision to other TSN devices in the network so that all devices share a same concept of time.
Case 1: Matched Traffic Periodicity / CG Periodicity

Whenever TSN traffic periodicity matches an available CG periodicity, the transmission latency can be reduced as desired by adjusting the CG time offset, as described below, without resource waste.
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Observation 1: When traffic periodicity matches an available CG periodicity, latency can be reduced as desired by adjusting the CG time offset, without resource waste
Case 2: Matched Traffic Periodicity / CG Periodicity multiple
Whenever TSN traffic periodicity matches an available CG periodicity, the transmission latency can also be reduced as desired by adjusting the CG time offset, similarly as above. We consider as an example a traffic periodicity (TP) of 15ms. The CG periodicity 15ms is not supported; however, 5ms is supported and may be used to match the traffic periodicity. Contrary to previous case, the drawback is a waste of reserved resources.
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Observation 2: When traffic periodicity matches an available CG periodicity multiple, latency can be reduced as desired by adjusting the CG time offset, but with resource waste
Case 3: Unmatched Traffic Periodicity / CG Periodicity (or multiple thereof)
As CG periodicity is related to RAN radio frame structure, in general there is no guarantee that TSN traffic periodicity matches available CG periodicities (including their multiples). In 802.11Qbv, the cycle time is a rational number of seconds, defined by an integer numerator and an integer denominator (both UINT32), i.e., the cycle duration is an arbitrary rational number of seconds.
In this case, there will be a drift between the CG pattern and the traffic pattern. Hence, the approach based on adjusting CG time offset is not possible to control the latency, unless frequent adjustment are made to compensate for the drift between both patterns. 

An alternative is to configure CG with lower periodicity matching the desired low latency, instead of matching the traffic periodicity. However, this boils down to ignoring the traffic arrival pattern (merely handling it as sporadic traffic with a given latency requirement) and leads to huge configured resource waste.
Observation 3: In case of unmatched Traffic Periodicity / CG Periodicity (or multiple thereof), frequent CG time offset adjustments or CG periodicity matching required latency is required (with associated resource waste)
As discussed with intra-prioritization mechanisms, the preconfigured resource may be reused for intra eMBB traffic (internally preempted by the UE whenever needed). However, such resource reuse will only mitigate the waste issue for internal traffic. The NW will not be able to allocate the preconfigured resources to a different UE anyway, which seems rather restrictive.
Observation 4: Unused preconfigured resources cannot be reused by a different UE

2.2. Enhanced Configured Grant
In order to support efficiently TSN traffic, it would be beneficial to enhance configured grant to mitigate the issues highlighted above.

Avoiding preconfigured resource waste

It might be argued that the RAN knows the TSN flow pattern, and hence it could predict which UL grant from a CG may be used or not. For instance, it could be possible to associate a configured grant pattern to a TSN flow. With such one to one mapping, the RAN may guess (for instance in case 2) ) above whether a given UL grant will be used or not, and if not e.g. allocate the resource to a different UE.

In our view, such approach is risky and constrains the MAC specification related to mapping traffic over CG. For instance, not only data but control may be sent. Relying only on a one-to-one mapping between CG and TSN flow might be too much constraining. And more importantly, even in case of TSN flow where traffic arrival time is known, time arrival jitter would need to be entirely handled outside of RAN. I.e. for UL case, some higher layer entity (e.g. TSN translator) would need to ensure that the data is transmitted to NR stack at the exact time instants corresponding to the declared TSN traffic pattern (i.e. completely absorb arrival jitter). This seems not desirable. 

Hence as a general rule, we think that the NW shall not make assumptions whether a given UL grant will be used or not based on TSN traffic pattern.
Instead, given the knowledge of TSN traffic, it should be possible to avoid resource waste by constraining the UE to transmit on specific occasions – equivalently to ensure that the CG pattern does not provide transmit occasions which will (most of the time) not be used. 

Proposal 1: CG should be enhanced such that only the resources needed for a given TSN traffic pattern are configured (i.e. no preconfigured resource waste)
Allowing arbitrary rational traffic periodicities
As discussed above, TSN traffic periodicity may not match RAN frame structure (i.e. may not be a multiple of any symbol duration from MAC level pov, i.e. slot duration divided by 7 or 6).
In our view it would be beneficial to support arbitrary traffic periodicity (which can cover if not all, most of the ones already possible within the TSN framework) from the start rather than adding required periodicities on a use case basis, each time a new case appear. 

With existing CG pattern aligned with RAN frame structure, a drift with such TSN traffic pattern would occur, which would require frequents CG time offset adjustments. However, as long as the TSN traffic pattern is known / signalled, there should be no need to dynamically adjust the CG pattern. 
Proposal 2: CG should be enhanced such that it supports arbitrary periodicities
Enhanced CG pattern

In our understanding, as described at the beginning of the document, the CG is used mainly for either periodic or low latency traffic. The corresponding time configuration (periodicity/time offset) has to be set according either to traffic periodicity, or to traffic latency requirement. 
TSN traffic has both periodic pattern and low latency requirements, and cannot be efficiently handled by existing CG pattern. A way forward, to fulfil the above proposals, would be to enhance existing CG pattern so that it encompasses both the constraint of the RAN frame structure and of the TSN traffic. For this purpose, the CG pattern configuration could be enhanced such that it is based on both:
· A boundary/resource pattern (periodicity/time offset), aligned with RAN frame structure, which can be used to ensure the desired latency requirement is met
· A traffic/allowed transmission pattern (periodicity/time offset), which can be used to match the traffic pattern, and may have an arbitrary periodicity
This result would be a pseudo-periodic pattern, described as follows: 


[image: image3.emf]Time Reference

TimeDomainOffset

Traffic

TrafficTimeOffset

Traffic

UL Grant 

Configured 

& Used

UL grant not 

configured 

(hence unused)

Resource Period (RP)

Traffic Period (TP)

Traffic Traffic

Traffic Pattern

Resource Pattern


The contribution [2] tried to categorize solutions between “Solutions based on shifting of SPS/CG resource” and “Solutions based on selection from configured SPS/CG allocations”.

The final pseudo-periodic pattern above (in blue) may be achieved in 2 ways:

· Considering the pattern as a (single) CG pattern (from [2], using “shifting”, but in our view there are simpler ways do implement it than this concept, as described below), i.e. need to define a new kind of CG 
· Considering the final pattern as a subset of configured CG (or subset of CG configs), e.g. by selecting only the resources in blue from a CG  corresponding to the resource pattern
In our view, both approaches are feasible to implement the pattern. We don’t need any concern of “overbooking” in the second way to implement, as both ways describe the same pattern.

What RAN2 should first agree upon, is whether to support such pseudo-periodic pattern (matching as far as possible the traffic pattern)

Proposal 3: Support configuration of “pseudo-periodic” pattern, matching as far as possible traffic pattern (either from modifying existing CG, or selecting subset of existing CGs)
We think the simplest way to implement the above pattern is to extend the existing CG (i.e. considering a single modified CG). In our view this doesn’t need the complicated “shifting” described in [2].
In this option, the existing CG periodicity/time offset can be extended to cover the traffic/allowed transmission pattern (i.e. by allowing arbitrary periodicities/time offset). The CG formula would then indicate arbitrary time instants (possibly as a fraction of symbols) not matching an actual resource. 
Then, the question is how the UE determines the allocated resource from the CG formula indication. We think this should be defined by known rules, common to UE and gNB. That could be, for instance, the first slot boundary following the indication given by the CG formula.
However, using a fixed rule (such as following slot boundary) is not very flexible, and does not take into account the actual latency requirement of the traffic. To determine the resource, we propose to use in addition a boundary/resource pattern, for instance by considering (selecting) the earliest resource from that pattern, as shown in above figure.
The advantage of such pattern is that the latency requirement can be ensured by the resource pattern, optimizing the resource utilization. Using fixed rules such as next slot boundary would impair time multiplexing of different patterns (e.g. for other UEs), since possibly all transmit opportunity time offsets would end up being selected. On the contrary, using an additional resource pattern enable to optimize the resource utilization such as the latency requirement is still fulfilled, but time multiplexing is not impaired (in above example, all others resource time offset are free to be used for other patterns).
Proposal 4: Consider an enhanced CG pattern with arbitrary (rational) periodicities using resources from a resource pattern
3. Conclusion 

In this contribution, we make the following observations and proposals:

Observation 1: When traffic periodicity matches an available CG periodicity, latency can be reduced as desired by adjusting the CG time offset, without resource waste
Observation 2: When traffic periodicity matches an available CG periodicity multiple, latency can be reduced as desired by adjusting the CG time offset, but with resource waste
Observation 3: In case of unmatched Traffic Periodicity / CG Periodicity (or multiple thereof), frequent CG time offset adjustments or CG periodicity matching required latency is required (with associated resource waste)
Observation 4: Unused preconfigured resources cannot be reused by a different UE
Proposal 1: CG should be enhanced such that only the resources needed for a given TSN traffic pattern are configured (i.e. no preconfigured resource waste)
Proposal 2: CG should be enhanced such that it supports arbitrary periodicities
Proposal 3: Support configuration of “pseudo-periodic” pattern, matching as far as possible traffic pattern (either from modifying existing CG, or selecting subset of existing CGs)

Proposal 4: Consider an enhanced CG pattern with arbitrary (rational) periodicities using resources from a resource pattern
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