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1 Introduction
The following agreements have been achieved in previous RAN2 regarding the consistent LBT failures [1][2][3]:
	RAN2#105:
Consistent LBT failures can lead to RLF, at least for UL transmissions, for which consistent failures can currently eventually lead to RLF 
RAN2#105bis:
Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection
RAN2#107:
L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type. 
The UL LBT failure mechanism will have the same recovery mechanism for all failures regardless UL transmission type
UL LBT failures are detected per BWP
The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF

Baseline Mechanism, further enhancements not precluded: 
A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 
Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
The timer is started/restarted when UL LBT failure occur. 



In this contribution we cover enhancements to the baseline detection mechanism to address the concerns that were raised in previous RAN2 meetings.
Moreover, we discuss some considerations for the recovery mechanisms and the status of the BWP after a consistent LBT failure event has been raised for the BWP.
2 Discussion
2.1 Enhancements to the detection mechanism
In the previous RAN2 meetings, the beam failure detection (BFD) in Rel-15 has emerged as a potential solution for detecting the consistent LBT failures. The BFD mechanism relies on a detection timer, and a counter that is incremented when a failure is detected while the timer is running. An LBT failure detection scheme based on Rel-15 BFD is illustrated below.
[image: ]
Figure 1 Baseline (BFD-like) detection scheme (Example: counter threshold = 4)

On the other hand, some concerns for the BFD scheme have been raised by a number of companies:
· If the channel has already been acquired by another device, and if the UE has several UL transmissions scheduled in quick succession, the counter value can quickly build up and reach the threshold, causing premature declaration of consistent LBT failures
For example, the channel could have been accessed by one device, which might keep the channel busy for an MCOT (maximum channel occupancy time) duration [4]. Note that in LAA, MCOT could be several milliseconds, up to 10ms. If another UE attempts to access the channel during this time, it will sense the channel as busy and the UL transmissions will trigger LBT failures. If the UE has many UL transmissions scheduled within this MCOT duration, the LBT failure counter will reach the threshold and the consistent LBT failure condition will be declared.
To avoid this issue, LBT failures that occur within a short period of time after an initial LBT failure (i.e. close to each other) could be ignored by the UE.
Observation: It might be beneficial to ignore LBT failures that occur within a short period of time, to avoid declaring the consistent LBT failure condition prematurely.
This could be implemented by defining a suspension timer in addition to the detection timer. While the suspension timer is running, the LBT failure counter is not incremented even if an LBT failure is detected. The suspension timer can be started after the first LBT failure, that is, only if an LBT failure is detected while the timer is not running. The detection timer could still be started/restarted at each LBT failure, as in BFD.
If an LBT failure is detected while the detection timer is running, but the suspension timer is not running, the counter could be incremented and the suspension timer could be started.
This scheme is illustrated in Figure 2 and Figure 3 below. T1 represents the suspension timer, and T2 represents the detection timer.
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[bookmark: _Ref20312970]Figure 2 Enhanced scheme with the suspension timer (Example scenario: LBT failure not declared)
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[bookmark: _Ref20312975]Figure 3 Enhanced scheme with the suspension timer (Example scenario: LBT failure declared, counter threshold = 4)

The duration of the suspension and detection timers could be set by the network, for example based on the MCOT duration.
The suspension timer could typically be in the order of one MCOT, whereas the detection timer could be in the order of several MCOTs. This can enable the UE to declare a consistent LBT failure condition only when the channel has been inaccessible for several MCOT durations.
Note that setting the suspension timer (T1) to 0 effectively reverts the scheme to the baseline BFD-like scheme.
The enhanced scheme can be defined by the following proposals:
Proposal 1: An LBT failure detection timer is introduced, and the timer is started/restarted at each UL LBT failure occurrence (as in baseline mechanism).
Proposal 2: The LBT failure counter is reset to 0 at the expiry of the LBT failure detection timer (as in baseline mechanism).
Proposal 3: An LBT failure suspension timer is introduced, and the timer is started if an UL LBT failure occurs while the timer is not running.
Proposal 4: The LBT failure counter is incremented if an UL LBT failure occurs while the suspension timer is not running.

2.2 Status of BWP after the detection of consistent LBT failures
When a consistent LBT failure condition is declared for a BWP, there are two options:
1. The LBT failure condition could be persistent, i.e. the BWP is considered unavailable permanently, or
2. The LBT failure condition could be time limited, i.e. the BWP is considered unavailable for a fixed time period.
If the BWP is considered unavailable permanently, the UE cannot select the BWP for UE-initiated BWP switching anymore. The BWP could only become available after it is configured again, e.g. after cell selection. However, the number of devices accessing the channel, therefore the occupancy of the channel, could change over time. In the meantime, if all the BWPs configured for the PCell become unavailable (by declaring consistent LBT failures for them), the UE would have no other option than triggering RLF and cell selection, which can take a long time.
Instead, the BWP can be considered unavailable for a fixed duration. This can be achieved by defining an unavailable period for the BWP. Infinity could be included within the value range, and if selected, the channel becomes unavailable permanently. During the unavailable period, UE initiated BWP switching could be disallowed, however network initiated switching could be possible. At the end of the unavailable period, the BWP could become available again. As discussed below, if all the BWPs configured for the PCell become unavailable at the same time, RLF should be triggered, which may lead to cell selection.
Proposal 5: After a consistent LBT failure condition is declared on the BWP, the BWP becomes unavailable for a pre-determined time for UE-initiated BWP switching.
The network can decide and configure the duration of the unavailable period based on the channel conditions and the number of UEs.
Proposal 6: The unavailable duration for a BWP is configured by the network.
An example scenario for the unavailable period for a BWP is illustrated in Figure 6 below.
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[bookmark: _Ref20314127]Figure 6 Illustration of the unavailable duration for a BWP

2.3 Recovery mechanism
According to the latest RAN2 agreement, LBT failures are detected per BWP. It has also been agreed in the last meeting that the UE will send a report to the network if consistent LBT failures are detected for PSCell or SCells [3]. For PCells, as a recovery mechanism, the UE could switch to another BWP. BWP switching by the UE is already supported in Rel-15. The UE could perform the BWP switching by initiating a RACH procedure in the new BWP.
Proposal 7: The UE initiates RACH on another available BWP, if one exists, when a consistent LBT failure condition is declared for a BWP on the PCell.
On the other hand, if the UE has declared consistent LBT failure condition for all the BWPs configured on the PCell, it should trigger an RLF, which can lead to cell selection.
Proposal 8: If all BWPs become unavailable concurrently on the PCell, RLF is triggered.

3 Conclusion
We have the following observations and proposals regarding the consistent LBT failures in NR-U:
Observation: It might be beneficial to ignore LBT failures that occur within a short period of time, to avoid declaring the consistent LBT failure condition prematurely.
Proposal 1: An LBT failure detection timer is introduced, and the timer is started/restarted at each UL LBT failure occurrence (as in baseline mechanism).
Proposal 2: The LBT failure counter is reset to 0 at the expiry of the LBT failure detection timer (as in baseline mechanism).
Proposal 3: An LBT failure suspension timer is introduced, and the timer is started if an UL LBT failure occurs while the timer is not running.
Proposal 4: The LBT failure counter is incremented if an UL LBT failure occurs while the suspension timer is not running.
Proposal 5: After a consistent LBT failure condition is declared on the BWP, the BWP becomes unavailable for a pre-determined time for UE-initiated BWP switching.
Proposal 6: The unavailable duration for a BWP is configured by the network.
[bookmark: _GoBack]Proposal 7: The UE initiates RACH on another available BWP, if one exists, when a consistent LBT failure condition is declared for a BWP on the PCell.
Proposal 8: If all BWPs become unavailable concurrently on the PCell, RLF is triggered.
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