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1   Background and context
It is required that both bearer mapping options (one-to-one and one-to-many) are supported for IAB Rel-16 design [1]. It was additionally agreed that the adaptation layer will reside above RLC, meaning an LCID extension is needed [1] to increase the number of UE-bearers supported by the IAB-node for the case of one-to-one bearer mapping (when there is no aggregation of bearers above RLC), and in some instances for many-to-one mappings where there is a large number of simultaneously supported QoS profiles. (Please note that this LCID extension only applies to backhaul RLC channels and not to ‘regular’ UEs, so only IAB nodes are required to support it.)
More specifically, in the WID we have the following objective [1]: “Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.” 
Observation 1 Extension of LCID space is one of the agreed objectives of the IAB WI, and is required for both one-to-one UE DRB to BH RLC channels mapping, and even for some instances of many-to-one mapping due to the maximum number of different QoS profiles.

Observation 2 Whether to also extend LCG space has not yet been decided.

This submission presents some high-level considerations on this topic, proposing several key assumptions for consideration and adoption by RAN2. Our companion tdoc [2] provides further details on our envisaged format for the MAC PDU sub-header.
2   Some considerations on LCID (and LCG) space extension
Current NR MAC specification allocates 6 bits for the LCID field so that the total range of values is logically partitioned between the logical channel IDs (identifying the logical channel from which the corresponding RLC PDU originated) and MAC control element IDs (identified by reserved values of LCID field). So, at the moment up to 32 values can be used to address a particular logical channel. As hinted in Section 1, more bits have to be allocated for the logical channel ID space, which can be estimated using the following reasoning:

-
Each UE in the RRC_CONNECTED mode is identified by C-RNTI, size of which is 16bits. In turn, each UE needs to support (as a minimum requirement) 16 DRBs
 addressed by 4bits, so at least 20bits are needed in total to identify a specific UE DRB. Furthermore, there can be several IAB nodes under the same donor gNB, number of which can also vary depending on a particular deployment scenario. Yet on the other hand, it is not likely that all the IAB nodes will have as many active UEs in the RRC_CONNECTED mode as the 16bit C-RNTI space allows and the actual number of active UEs will be much lower. 
-
While active UEs are kept in the RRC_CONNECTED state in which they can exchange data, inactive UEs could be moved into the RRC_INACTIVE state, in which both the RAN and UE maintain UE context including UE DRBs. At this point it is worth noting that regardless of how many IAB nodes there are, the total number of UEs in RRC_INACTIVE state will be limited by the I-RNTI size because all the UE context information is kept in the same CU. According to TS 38.331, 40bit I-RNTI size is logically partitioned between the gNB ID and UE ID, whereupon the smallest gNB ID size is 22bits. Thus, the total maximum number of UEs in the RRC_INACTIVE state is limited by the 18bit value, and in addition each UE will need to support at least 16 DRBs (up to a maximum of 32 DRBs) leading to a total of 22 bits needed to identify individual bearers. On the other hand, similar to our considerations above, it is not likely to assume that a system is going to have that many UEs in the RRC_INACTIVE state and that all the UEs will have up to 32 or even 16 DRBs. (The case of a gNB connecting to EPC would give a much lower number for the maximum number of UEs as there would be many fewer UEs in the system for which UE context and DRBs should be kept, so we should focus on the bigger value of the two, which is the case of a gNB connecting to the 5GC just analysed.)
In summary, we note the following:

Observation 3 The maximum number of UEs for which logical channel IDs need to be reserved can be approximated by the maximum number of UEs in RRC_INACTIVE state. 
Observation 4 The maximum number of UEs that CU can therefore support is determined by the UE ID space size of I-RNTI, which is 18bits. If we are aiming for byte alignment, we should therefore add either 16 or 24 bits to the total size of current logical channel ID space.

Observation 5 It is not likely that a system will have close to the maximum number of UEs in RRC_INACTIVE state, nor is it likely that each such UE will have 32 or even 16 DRBs configured.

Based on these observations, and a mildly conservative estimate on the total number of UEs, we propose the following:
Proposal 1: The LCID space should be extended by an additional 16bits, resulting in 21 bits available for the logical channel ID space.

LCID space was recently extended for LTE Rel-15 during the INOBEAR Work Item. The extension of LCID space in LTE Rel-15 was done by using a special value of LCID as a “flag” (whereby legacy LCID field signals a special reserved value), and then using the eLCID field (8 bits) as the new LCID value. This basically limits the number of new LCID values to 2^8.
Observation 6 The extension of LCID space in LTE Rel-15 was done by using a special value of LCID as a “flag” (whereby legacy LCID field signals a special reserved value), and then using the eLCID field (8 bits) as the new LCID value. This basically limits the number of new LCID values to 2^8. If for NR IAB we go for a new MAC PDU sub-header format rather than a format which uses the existing LCID field, the same 16 bits could give us 2^16 values by essentially adding new MSBs. 

Based on Observation 6 and focusing on the specific format of the MAC PDU sub-header, we propose the following:
Proposal 2: The extension of the LCID space is implemented through the introduction of new format for the MAC PDU sub-header which ‘regular’ UEs are not required to be able to interpret, through addition of new MSBs – see our companion tdoc [2].

So far we have focused on sharing our views on the mechanics of the agreed LCID space extension. With the extension of LCID space the question is raised about the necessity / need for subsequent extension of the LCG space. On this topic we note the following:

Observation 7 The increase in LCID space does not lead to an increase in the different types of traffic/QoS profiles. Therefore, one could argue that we do not need more LCGs than what we already have in NR Rel-15 (8), which would in turn mean that we would have more LCHs assigned to a single LCG (on average).

Based on this we propose:
Proposal 3: Maximum number of different LCGs is not increased compared to NR Rel-15.
3   Conclusions
In the first instance we highlighted the requirement for the LCID space, and the need to investigate whether this would also lead to an increase in the LCG space:

Observation 8 Extension of LCID space is one of the agreed objectives of the IAB WI, and is required for both one-to-one UE DRB to BH RLC channels mapping, and even for some instances of many-to-one mapping due to the maximum number of different QoS profiles.
Observation 9 Whether to also extend LCG space has not yet been decided.

We then analyzed in some detail the requirement to increase the LCID space for the IAB nodes to be able to support the expected volume of simultaneously active/maintained UE DRBs, and the sort of increase that would be sufficient. We made the following set of Observations:
Observation 10 The maximum number of UEs for which logical channel IDs need to be reserved can be approximated by the maximum number of UEs in RRC_INACTIVE state. 
Observation 11 The maximum number of UEs that CU can therefore support is determined by the UE ID space size of I-RNTI, which is 18bits. If we are aiming for byte alignment, we should therefore add either 16 or 24 bits to the total size of current logical channel ID space.

Observation 12 It is not likely that a system will have close to the maximum number of UEs in RRC_INACTIVE state, nor is it likely that each such UE will have 32 or even 16 DRBs configured.

Observation 13 The extension of LCID space in LTE Rel-15 was done by using a special value of LCID as a “flag” (whereby legacy LCID field signals a special reserved value), and then using the eLCID field (8 bits) as the new LCID value. This basically limits the number of new LCID values to 2^8. If for NR IAB we go for a new MAC PDU sub-header format rather than a format which uses the existing LCID field, the same 16 bits could give us 2^16 values by essentially adding new MSBs. 
Based on the above, we propose the following:
Proposal 4: The LCID space should be extended by an additional 16bits, resulting in 21 bits available for the logical channel ID space.
Proposal 5: The extension of the LCID space is implemented through the introduction of new format for the MAC PDU sub-header which ‘regular’ UEs are not required to be able to interpret, through addition of new MSBs – see our companion tdoc [2].

Regarding the potential LCG space increase, we note the following:

Observation 14 The increase in LCID space does not lead to an increase in the different types of traffic/QoS profiles. Therefore, one could argue that we do not need more LCGs than what we already have in NR Rel-15 (8), which would in turn mean that we would have more LCHs assigned to a single LCG (on average).

Proposal 6: Maximum number of different LCGs is not increased compared to NR Rel-15.
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� By DRBs in this tdoc we refer to both DRBs and SRBs – in other words, the entire logical channel ID space (subset of the overall LCID space).





