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Introduction
[bookmark: _Hlk510705081]SA2 sent an LS on RAN Impact analysis due to TSN [1] to RAN1 and RAN2 requesting “RAN1/RAN2 to provide input to SA2 regarding feasibility impacts from RAN perspective for the solution options identified above. In addition, SA2 would like to request feedback on the scalability on the radio interface for solutions that require transport of gPTP time synchronisation messages using per-UE unicast transport over the air.”
The SA2 LS outlines 6 different solutions that are numbered somewhat creatively, and refer to more elaborate definitions in TR23.734:
	1) Conveying timing to the UE that act as boundary master clocks towards connected TSN device via 5G specific signalling, e.g. via 5G broadcast/5G unicast frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. below PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. via underlying transport network by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages). (Refer Solution #11 Option 2)
2) One time-aware relay implemented with Solution#8 5G RAN is unaware of the TSN. The timing information from TSN working domain (external clock) is delivered via the UEs to the respective End stations. The 5G internal system clock will keep these network elements synchronized so that the timestamping of the gPTP event messages is done correctly. The 5G internal system clock can be made available to UE with signalling of time information related to absolute timing of radio frames (i.e. using SIB/RRC based methods described for LTE Rel-15). The timing information (gPTP messages, including the information on the incoming sync message timestamping) can be carried to the UE as data packets (e.g. payload). The time stamp is based on the 5G internal system clock. (Refer Solution #11 Options 3).
3) For multiple time domains: “Multiple time domains merged into one domain using 5G clock “, the UE only receives 5G timing information through gNB, and acts as master clock to the TSN end stations. In this solution each interface of the 5G system is seen by the connected TSN networks and by the End stations, as separate GMs, each of them operating in independent gPTP domains, but providing the same time to all the connected networks. (Refer Solution #11 Options 4).
4) 5GS gives deterministic delays between UPF and UE and 5GS acts as a link or as a TSN Bridge. When 5GS acts as a link, PTP messages containing clock information are passing through 5GS experiencing deterministic delays. 5GS need not perform any measurement/synchronization processes. When 5GS acts as a TSN bridge, the deterministic delays between UPF and UE make the residence time in 5GS be easily calculated so that 5GS can make proper correction of the PTP header’s “correctionField” with the residence time. (See Solution #17).
5) Based on the internal synchronization, the 5GS transparently pass the external PTP message through and makes proper correction of the PTP header’s “correctionField” with the known residence time (See solution #19).
4) 5GS acts as transparent clock with independent internal clock achieving common concept of time between UEs and UPF as well as among different UEs. This is to allow one-way measurement and control of the E2E delay (Refer Solution #28).



Discussion
From RAN1 perspective the key differentiator between the solutions is whether they rely on unicast or not. Thus, we can categorize the proposals as follows:
A) Solutions not relying on unicast delivery of the external clocks, i.e. solutions #11 options 2 and 4, where RAN is aware of external clock and 
B) Solutions relying on unicast delivery of the external clocks, i.e. Solutions #11 options 1 and 3, solutions #17, #19 and #28, where RAN is not aware of the external clock.

In what comes to feasibility, as asked by SA2, all the listed solutions should be feasible from the RAN1 perspective, physical layer is able to deliver messages to the UEs, while RAN2 is better positioned to provide comments on the architecture aspects.
[bookmark: _Hlk534958765]In what comes to scalability, as noted above, the solutions where RAN is not aware of external clocks would require unicast connection with all UEs, while solutions where RAN is aware of external clocks would allow for broadcasting the timing information. Thus, the category A) solutions, if using broadcast messages to deliver the timing information to the UEs don’t require more air interface resources when the number of users to be served increases, while the category B) solutions require an increasing amount of air interface resources when the number of served UEs increases.
A different LS from SA1 on TSN requirements evaluation [2] outines a need to support a large number of UEs by including a table from TS22.104:
Table 5.6.2-1: Clock synchronization service performance requirements [4]
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	Clock synchronicity requirement 
	Service area 
	Scenario

	1
	Up to 300 UEs
	< 1 µs
	≤ 100 m x 100 m
	· Motion control
· Control-to-control communication for industrial controller

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	· High data rate video streaming

	3
	Up to 100 UEs
	< 1 µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs



As it appears that there is requirement to support a fairly large number of devices within a fairly confined area, and in order to enable timely delivery of the timing information for all the UEs without congesting the system or requiring a large number of gNBs just for timing delivery, the solutions that enable broadcasting the timing information in the cell are preferable.
Conclusion
Based on SA2 LS, TR23.734 and the related discussion in this document, a draft LS response is provided in [5] as a response to the SA2 LS, and indicate that solutions that enable broadcasting the timing information in the cell are preferable from scalability perspective.
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