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1	Introduction
Enhancements on MU-MIMO support were approved to be studied and specified as part of the MIMO Enhancements WID in RAN#80 [1] and revised slightly in RAN#81 [2]. The objectives for enhancing MU-MIMO support are as follows [1] [2]:
	[bookmark: _Hlk534650790]The work item aims to specify the enhancements identified for NR MIMO. The detailed objectives are as follows. 
· Extend specification support in the following areas [RAN1]
· Enhancements on MU-MIMO support
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2



In RAN1#95, the following items were agreed (Agreements from [3], with other items as cited):
	Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism
· Note: Additional compression scheme(s) are not precluded
Alt1 is [4]:
·  is determined from a set of predefined DFT vectors (or possibly DCT vectors).
· PMI feedback:  (wideband),  (subband), possibly a small number of parameters for  (wideband)
Alt1.1 is [4]:
· Precoders for a layer is given by size-matrix 
·  #SD dimensions
·  #FD dimensions
· FFS value and unit of 
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· Spatial domain (SD) compression
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II)
· Frequency-domain (FD) compression
· Compression via  where , where  are  size- orthogonal DFT vectors for SD-component  
· Number of FD-components  or  is configurable, FFS value range
· FFS: choose one of the following alternatives
· Alt1. common basis vectors: , i.e.  and  are identical (i.e., =, )
· Alt2. independent basis vectors: , where , i.e.  frequency-domain components (per SD-component) are selected 
· Note:  or  are all selected from the index set  from the same orthogonal basis group
· FFS: If oversampled DFT basis or DCT basis is used instead of orthogonal DFT basis
· FFS: Same or different FD-basis selection across layers
· Linear combination coefficients (for a layer) 
· FFS if   is composed of linear combination coefficients
· FFS if only a subset  of coefficients are reported (coefficients not reported are zero).
· FFS if layer compression is applied so that  transformed coefficients are used to construct  for layer (where the transformed coefficients are the reported quantity)
· FFS quantization/encoding/reporting structure
Note: The terminology “SD-compression” and “FD-compression” are for discussion purposes only and are not intended to be captured in the specification
Agreement 
In RAN1 NR-AH 1901, decide (agree on) at least the following aspects of DFT-based compression:
· Frequency-domain compression unit: same subband size as CQI vs. RB (or multiple of RBs) different from CQI
· Basis subset selection for the 2L beams: common (including the possibility of reporting a subset of 2LM  coefficients) vs. independent
Agreement
For RAN1 NR-AH 1901:
· Identify the remaining details required to finalize Type II rank 1-2 compression, e.g. range of values and configuration for each DFT-based compression parameter, CBSR utilization, detailed UCI design (such as reporting of coefficients associated with strongest beam/polarization)
· Companies are encouraged to evaluate the options A, B, C, D, and E (“other schemes”) summarized in Table 3 of R1-1813002 for potential support for Type II rank 1-2 overhead reduction 
In particular, option C is “Enhanced compression for multi-layer PMI” with the description “compression across layers by parameterizing  through Givens rotations” [4].
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for precoder/PMI FD compression unit, taking into account UPT vs. overhead and complexity 
· Alt1. Subband (SB), wherein the SB size for precoder/PMI compression is the same as the CQI subband size
· Alt2. X resource blocks (RBs), different from CQI subband size. Three sub-alternatives 
· Alt2.1 X = 1
· Alt2.2 X = CQI SB size / R where R>1 is a predetermined integer 
· Only one R value is supported. FFS: the value of R
· Alt2.3 X = {2, 4} where X is higher-layer configured 
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

Agreement
The first offline agreement in section 2.2 of R1-1814201 on ‘Basis subset or linear combination (LC) coefficient selection for the 2L beams’ is agreed.

The offline agreement from section 2.2 of R1-1814201 [5] is:
Offline agreement: In RAN1 NR-AH 1901, select one of the following alternatives for basis subset selection scheme for each layer
· Alt1A. Common selection for all the 2L beams, wherein M coefficients are reported for each beam
· 
·   is composed of  linear combination coefficients
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected (hence reported with CSI)
· Alt1B. Common selection for all the 2L beams, but only a size-  subset of coefficients are reported (not reported coefficients are treated as zero) 
· 
·   is composed of linear combination (LC) coefficients, but  of its coefficients are zero
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected (hence reported with CSI)
· For evaluation, companies should state their assumption on the selection of  LC coefficients (applied to all 2L beams), e.g.
· The value of  is fixed or higher-layer configured, and the  LC coefficients are dynamically selected by the UE (hence reported with CSI), or
· The  LC coefficients and its size are dynamically selected by the UE (hence reported with CSI) 
· Alt2. Independent selection for all the 2L beams, wherein  coefficients are reported for the i-th beam (i=0, 1, …, 2L-1)
· , where , i.e.  frequency-domain components (per beam) are selected 
·   is composed of  linear combination coefficients
· The value of  (applied to all 2L beams) is higher-layer configured
· For evaluation, companies should state their assumption on size- basis subset selection (applied to the i-th beam), e.g. for i=0, 1, …, 2L-1
· The size- subset and the value of  are dynamically selected by the UE (hence reported with CSI) 
· The size- subset is dynamically selected by the UE (hence reported with CSI), but the value of  is determined by a predefined rule in specification
· The size- subset is dynamically selected by the UE (hence reported with CSI), but the value of  is higher-layer configured
· The size- subset can be chosen either from the fixed basis set or from a beam-common UE-selected intermediate subset of the fixed basis set
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

Agreement: 
In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· Alt2. Basis subset selection () for the 1st can be different from 2nd layer
Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

For next meeting
In RAN1 NR-AH 1901, companies are encouraged to study the following issues for finalizing the remaining details on DFT-based compression in RAN1#96:
· Supported values for the number of FD compression units before compression, or the DFT vector length (N3), by considering, e.g.
· Whether one compression is performed across the entire CSI reporting band or a segment of the CSI reporting band
· Supported values for the number of FD components after compression (M for common selection or {Mi} for independent selection)

Agreement: 
For each layer, the following alternatives for quantizing each of the coefficients in   are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2C. Rel.15 3-bit wideband amplitude + Rel.15 QPSK and 8PSK wideband co-phasing for each beam, 2/3-bit differential amplitude and co-phasing for FD coefficients;
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase



In this contribution, we will build upon such agreements and focus on several open aspects of the DFT-based compression of the matrix , and analyze the performance of a proposed DFT-based scheme designed according to such aspects.
2	DFT-based FD compression
The agreements reached during RAN1 #95 identified a direction to perform a frequency compression of the matrix of linear combination coefficients , to reduce the overhead of the PMI payload. A DFT-based scheme has been agreed upon, designed according to a parametric approach. Several aspects of this scheme have been left open for discussion, to guarantee that adequate investigations could be carried out before taking final decisions on the structure of the solution for Type II overhead reduction in Rel-16. Accordingly, the following aspects are discussed in this section:
· Frequency domain compression unit
· Basis subset selection for the DFT-based compression
· Oversampling factor for the DFT codebook
· Supported values for  and 
· Quantization of the DFT-compressed matrix .

This section will then be followed by some considerations on the so-called layer compression, currently considered as a possible complementary item to the DFT-based solution.

2.1 Frequency domain compression unit
In the Rel-15 specification, CQI and PMI granularity coincide. However, preserving this condition in the context of Rel-16 DFT-based compression may not be the best choice when larger BWPs are adopted, e.g., larger than 10 MHz. In fact, the accuracy of the PMI when the subband size is larger than 4 PRBs may not be enough to offer good performance after the DFT-compression. Accordingly, a finer PMI granularity, i.e., decoupled from the CQI granularity, may be a viable way to guarantee consistency of the performance across different values of the BWPs. However, increasing the PMI granularity should not be considered a cost-free operation, given that
· It may result in complexity increase at the devices due to the larger number of multiply-and-add operations needed to perform the DFT-based compression, e.g., basis selection and actual compression; 
· Increasing the number of frequency units over which  is defined, i.e., its number of columns, may also entail an increase of the size of the basis used for the DFT-based compression, to be able to capture all the relevant compressed information. In other words, this may increase the number of columns of a suitable .

Therefore, if on the one hand special care should then be taken to make sure that the performance for larger BWPs would not be penalized by the DFT-based compression, on the other hand we should ensure that the number of frequency units does not grow excessively. 
In this context, the agreement reached during RAN1 #95 on this aspect identified four options. If we let  be the number of RBs in a frequency unit for PMI calculation, the possible alternatives are:
· Alt1. CQI and PMI granularity coincide, as in Rel-15. 
· Alt2.1  = 1
· Alt2.2  = CQI SB size / R where only one predetermined integer value of R > 1 is supported. 
· Alt2.3  = {2, 4} where  is higher-layer configured 

These alternatives are characterized by a rather heterogeneous behavior in terms of the corresponding number of frequency units over which the PMI is calculated. To better assess this aspect, we calculate explicitly such number for each of these options and present the result in Table 1 (where we limit the value of R for Alt 2.2 to 2, in order to capture a compromise between Alt 1 and Alt 2.3).

	BWP (#PRBs)
	
	Alt 1
	Alt 2.1
	Alt 2.2 [R=2]
	Alt 2.3

	< 24
	
	#PRBs
	#PRBs
	#PRBs
	#PRBs

	24 – 72
	
	3, 4, 5, 6, 7, 8, 9, 10, 13, 17
	#PRBs
	6, 7, 8, 10, 12, 13, 16, 17, 19, 26, 33
	6, 7, 8, 10, 12, 13, 16, 17, 19, 26, 33

	73 – 144
	
	5, 6, 7, 8, 9, 10, 12, 14, 16, 17
	#PRBs
	10, 12, 14, 16, 17, 20, 24, 27, 31, 33, 34
	20, 24, 27, 31, 33, 34, 39, 40, 47, 53, 54, 61, 66, 67, 68

	145 – 275
	
	5, 6, 7, 8, 9, 10, 11, 12, 14, 16, 17, 18
	#PRBs
	10, 11, 12, 14, 16, 17, 18, 20, 21, 24, 27, 28, 31, 34, 35
	40, 41, 48, 54, 55, 62, 66, 68, 69, 80, 81, 95, 108, 109, 123, 132, 135, 137


Table 1 . Size X of PMI subband in number of PRBs for different BWPs, according to the alternative definitions of X.

Now, from a quantitative perspective, it is rather evident that both Alt. 2.1 and Alt 2.3 would need to consider a very large number of frequency units, e.g., up to an order of magnitude more than Rel-15 PMI granularity, in turn significantly increasing the size of the codebook and the computational complexity of the subsequent DFT-based compression. Additionally, as previously mentioned, this may negatively impact the size of the basis used for the DFT-based compression, to be able to capture all the relevant compressed information. Conversely, Alt 2.2, with R=2, offers an interesting compromise since it does not change the order of magnitude of the frequency units over which the PMI is calculated, as compared to Alt. 1, and yet offers a finer granularity. This is particularly interesting in case of larger BWPs, where the higher number of frequency units may improve the accuracy of the DFT-based compression as compared to what would be observed if Alt. 1 were to be adopted. 
Observation 1: Alt.2.2, with R=2, offers the best compromise in terms of PMI granularity for Rel-16 DFT-based compression. Note that R=1 is also supported as default option.
Proposal 1: Support Alt. 2.2, with R=2. 

2.2 Basis subset selection
After introducing frequency domain (FD) compression, a Type II precoder can be expressed by the formula:
	
	[bookmark: _Ref534922863](1)


Basis selection is the operation by which we select an orthogonal basis from an oversampled DFT codebook of size . We refer to the  orthogonal vectors of this basis as FD candidate components. The FD compression matrix  of size  consists of a size- subset selected from the basis candidate components, which represent the FD components used for compression.
Once the  FD components have been identified, the PMI report needs to communicate a restricted subset of the linear combination coefficients generated by the projection operation
	
	[bookmark: _Ref534923966](2)


where  is the matrix of linear combination coefficients generated by the spatial domain (SD) compression. This subset of nonzero coefficients has a maximum size defined by the parameter  and they are referred to as FD coefficients. The report of up to  FD coefficients should include information about their location in the size-() matrix  as well as their quantized value. All the remaining coefficients in  that are not reported are assumed to be zero by the gNB. Note that because of quantization, the number of nonzero coefficients in  may be smaller or larger than . In the first case,  coefficients may be reported, whilst in the second case only the strongest  coefficients are reported. In summary, there are three logical units of information that needs to be reported when FD compression is applied:
1)  index corresponding to the basis subset selection of  FD components
2) 	location of the  nonzero FD coefficients
3) 	quantized values of the  FD coefficients
Let us consider the basis subset selection problem and the alternative methods identified in [5]. In our view, Alt.1 (common basis subset selection) and Alt.2 (independent basis subset selection) offer the same flexibility in selecting up to  nonzero FD coefficients. However, common basis subset selection has a more favourable overhead when the sets of  for spatial beams  are not disjoint. This is the case for FD compression because we observe that some of the “strongest” FD components tend to be the same for multiple spatial beams.
Moreover, by comparing the two sub-options Alt.1A and Alt.1B, we observe that Alt.1A is too restrictive because it forces  to be fixed to , which implies an excessive maximum overhead for the reporting of the quantized values of the FD coefficients. Therefore, our conclusion is that Alt.1B offers the best compromise between flexibility and overhead
Proposal 2: Common basis subset selection based on Alt. 1B.
Let us consider the reporting of the (up to)  nonzero FD coefficients. The most straightforward option, which we refer to as free selection, for reporting the location of the nonzero coefficients is to do so by means of either a bitmap of size  or by combinatorial indexing, i.e., by a table for any pair of values , which associates an index to every possible combination of  out of  locations. Let us consider the example depicted in Figure 1, with ,  and a typical value for .
By using a bitmap, the overhead due to 1) and 2) for free selection is calculated as:
	 bits
	(3)


whereas combinatorial indexing yields:
	 bits.
	(4)


Although combinatorial indexing is naturally the most efficient signalling method in terms of overhead, it has the significant practical drawback of the table sizes and the need to define a very large number of indexed tables.
[image: ]
[bookmark: _Ref534912194]Figure 1. Illustration of the nonzero FD coefficients (dark squares) in the  matrix 
As an alternative to free selection, one may consider reporting the locations separately for each spatial beam after indicating the  selection per beam. One big disadvantage of this solution is the sheer number of possible combinations. For example, for  or  there exit 29184 combinations of ! Hence, we need to select a smaller subset of typical combinations and indicate which one provides the best approximation to the actual distributions of the nonzero coefficients. We refer to this method as per-beam selection. If we restrict the number of possible combinations of  to 16 (4 bits), and use combinatorial indexing, we obtain the following overhead for the example of Figure 1:
	 bits
	(5)


This technique yields a very low overhead; however it introduces a rather crude approximation by restricting the possible distributions of nonzero coefficients. Our conclusion is that free selection of the nonzero coefficients is a simple and efficient way of reporting the locations of these coefficients without introducing further approximations that impact on performance.
Proposal 3: Free selection of  nonzero FD coefficients by means of a bitmap.
Further attempts can be made at reducing the overhead 2) and 3) by reducing the size of the bitmap used for signaling. In Figure 2 we plot the average number of nonzero FD coefficients per spatial beam, with the spatial beams on the horizontal axis arranged in decreasing order of magnitude of their FD component ‘0’. We observe that:
1) FD component ‘0’ provides a good approximation of a beam’s wideband (WB) amplitude. Therefore, FD component ‘0’ can serve as the WB component for all spatial beams.
2) The strongest beam has fewer nonzero FD components (strong LOS component), hence it can be approximated by a frequency flat beam as in Rel-15 Type II
3) The weakest beams have fewer significant FD components, hence they can also be approximated with a frequency flat beam by reporting only FD component ‘0’
[image: ]
[bookmark: _Ref534917545]Figure 2. Average number of nonzero FD coefficients per spatial beam.
Correspondingly, we can introduce three possible reductions to the  bitmap illustrated, as an example, in Figure 3:
1) FD component ‘0’ is always included in the common basis set (WB component) and its  coefficients are always reported (except for the strongest spatial beam). The other   FD components are dynamically reported with  bits
2) The strongest spatial beam is indicated with  bits and not reported (its power is used for amplitude normalization)
3) Only the  spatial beams with the largest WB components are part of the bitmap. Therefore,  coefficients are freely selected inside a reduced size table of size .  can be fixed or defined by a rule or dynamically configured. This allows to control the bitmap density. For ex. for  the bitmap density is ½.
We refer to this variant of free selection with optimizations as optimized free selection.
[image: ]
[bookmark: _Ref534992069]Figure 3. Illustration of three possible optimizations to reduce the size of the bitmap
In Figure 4 and Figure 5 we compare the overhead 1) and 2) of the schemes presented above in the case  and , as a function of 
[image: ]
[bookmark: _Ref534919704]Figure 4. Overhead comparison for different -subset selection schemes with a bitmap.
[image: ]
[bookmark: _Ref534919713]Figure 5. Overhead comparison for different -subset selection schemes with combinatorial indexing.
Observation 2: Several optimizations can be introduced to further reduce the size of the FD component bitmap with significant overhead saving.
 
2.2.1 Range of values for  and 
Regarding the choice of values for the parameters of FD compression, we observe that, for a given value of , by fixing  and varying  we have enough flexibility to control the overhead/performance trade-off. Moreover, in case of larger BWP when a finer PMI granularity is configured (), it is desirable to keep the same overhead as for the case . We observe that a ratio  is a good compromise.
Proposal 4: Fix  for each value of , for example such that .
As for values of , we observe that, if we define the bitmap density as the ratio: , the higher the density the smaller the overhead but the more limited the choice of  elements. Hence, a convenient way of directly controlling this trade-off is by setting this ratio to a couple of RRC configurable values. Suitable simulations have been carried out to evaluate the normalized UE throughput achieved by means of the two approaches discussed in this section, i.e., free selection and optimized free selection, when different density values are adopted (i.e., ) and simulations are carried out according to EVM configuration in the Appendix. In particular, a basis subset selection as per Alt 1B is performed for both considered approaches, with  fixed or higher-layer configured, and dynamic reporting of  FD coefficients. We will refer to this variant as Alt 1B-1 and depict the normalized UE throughput in Figure 6, where
· The performance of Rel-15 Type II codebook (with SB amplitude ON and phase quantized using 8-PSK) is used as a benchmark;
· All the results are normalized w.r.t. the performance achieved by the considered Rel-15 Type II codebook for ;
· The normalized performance of Rel.15 Type II, with  SB amplitude OFF and phase quantized using QPSK) is plotted as a reference (e.g., a crude lower bound for the overhead);
· An oversampled DFT codebook has been used, with oversampling factor 4 (more details about this aspect will be given in the following section).
[image: ]
Figure 6. Normalized UE throughput for different values of d

The optimized free selection outperforms the free selection and offers better a throughput/overhead tradeoff regardless of the considered density. Concerning this last parameter, and observing the overhead values of the two approaches as compared to Rel-15 Type II, we can note that supported density values could exceed . In this regard, and considering the possible advantage brought by a larger range of supported values, a good compromise can be given by densities  and .
Proposal 5: The value of  is RRC configured, such that , with, for example, .

2.3 Oversampling the DFT codebook
A DFT-based codebook for frequency compression has several advantages in terms of complexity and specification; however it also has an important drawback. When  is compressed across frequency units using such a codebook, we can observe the occurrence of spurious components in  (i.e., the compressed version of ). This may alter the amount of useful information, e.g., energy, carried by the  columns of , thus the overall accuracy of the compression. A suitable method to combat this issue is to resort to an oversampled version of the DFT codebook . We first start by recalling the definition of the non-oversampled DFT codebook, given by: 

where . Alternatively, the oversampled DFT codebook can be defined as a function of an oversampling factor  as 

where  and . In this regard, we note that when , a regular non-oversampled DFT codebook is obtained. An important difference between the two codebooks is as follows:
· When , the  columns of matrix  would be chosen from a set of  subsets of orthogonal vectors;
· When , the  columns of matrix  can be chosen from a set of  subsets of orthogonal vectors. 

We now calculate the normalized UE throughput achieved by means of the DFT-based compression when these two codebooks are adopted, and depict it in Figure 7, where benchmarks, lower bound and normalizations are set/performed as for Figure 6.
[image: ]
Figure 7. Normalized UE throughput in case of oversampled DFT codebook

As can be seen from the figure, the normalized throughput is larger when the DFT codebook is oversampled. 

Observation 3: The normalized throughput improves when the DFT-based compression is performed by means of an oversampled codebook. 
Proposal 6: Support oversampling of the codebook used to perform the DFT-based compression, with .
 
2.4 Quantization of the DFT-compressed  matrix
For the design of the quantization scheme we can start by looking at the statistics of amplitude and phase of the FD coefficients. In Figure 8 we plot the average normalized amplitude of the elements of  for all  possible candidate FD components. We observe a strong correlation between the coefficient amplitude and FD component index. FD component ‘0’ is the strongest and the second strongest is half the amplitude of the strongest one on average. This is not surprising considering the properties of DFT-based signal compression.
[image: ]
[bookmark: _Ref534969771]Figure 8. Average normalized amplitude of FD coefficients of  for all  candidate FD components. The average is also across spatial beams.
Note that this correlation is only observed when applying FD compression. This is expected as Fourier-based compression of a correlated signal tend to focus the signal energy in the “low-pass” components. Conversely, if we look at the statistics of amplitude of the coefficients of  before FD compression, we observe that they all have have the same average amplitude, as shown in Figure 9.
[image: ]
[bookmark: _Ref534970643]Figure 9. Average normalized amplitude of coefficients in  for all  subbands, before applying FD compression. The average is also across spatial beams.
Considering the amplitude statistics of , it makes sense to adjust the quantization granularity to the dynamic range of the FD components by introducing different quantization groups of FD components. In the simplest case, we can assign one extra bit for amplitude quantization and one extra for phase to FD component ‘0’
We now look at the distribution of both amplitude and phase of the  coefficients for each spatial beam. These are plotted for  in Figure 10 for all 8 spatial beams. For each beam the distribution of all the  candidate FD components are shown, with the thick black curve marking the strongest beam used for phase and amplitude normalization. Note that the strongest beam tends to be the first beam of either of the two polarizations. For comparison, we also show the same distributions of the coefficients of , before FD compression, in Figure 11.
[image: ][image: ]
[bookmark: _Ref534972995]Figure 10. Distributions of amplitude and phase of  coefficients for all spatial beams.
[image: ][image: ]
[bookmark: _Ref534973317]Figure 11. Distributions of amplitude and phase of  coefficients for all spatial beams.
We observe that the amplitude distributions of  are far from uniform and skewed, whereas the phase distributions are generally uniform, except for beams 0 and 4, which corresponds to the strongest beams, used for normalization in the proposed approach, i.e., optimized free selection. Similar distributions are observed in the coefficients of  before FD compression; however, we note that FD compression reduces the variance of the coefficient amplitudes, thus making it even less uniform. Optimizing the amplitude quantizer for such nonuniform distributions is possible, for example by using Lloyd’s design for the quantization codebook. Aside from this last consideration, and to conclude this section, we perform a last set of simulations to assess the merit of the proposed quantization scheme as compared to the quantization strategy labeled as Alt 1A in RAN1 #95 agreements. To this end, we will evaluate the normalized UE throughput achieved when both these quantization strategies are adopted in conjunction with the two considered approaches for basis and coefficients selection, i.e., free selection and optimized free selection. We illustrate the result of this comparison in Figure 12, where benchmarks, lower bound and normalizations are set/performed as for Figure 6 and 7. We note that we will refer to the proposed quantization strategy in this section as Alt 4, given its compliance with the quantization approach labeled as Alt 4 in RAN1 #95 agreements.
[image: ]
Figure 12. Normalized UE throughput when quantization strategies Alt 1A and Alt 4 are used in conjunction with free selection and optimized free selection

As can be seen from the figure, the proposed quantization strategy consistently outperforms Alt 1A both in case of free selection and optimized free selection. Furthermore, we observe that the combination of optimized free selection and proposed quantization strategy is the best performer out of the considered approaches. In particular it allows to achieve better performance/overhead tradeoff than Rel. 15 Type II, while outperforming the latter in terms of normalized UE throughput.
Proposal 7: For each spatial beam, use 4 bits for amplitude and 4 bits for phase quantization of the first FD component; 3 bits amplitude and 3 bits phase for the remaining  FD components.

3 	Layers compression
During RAN1 #94b and #95 [5], a further optimization meant to reduce the number of coefficients of  prior to FD compression was discussed. This approach, labelled as layers compression aims at removing the redundancy in the layers representation before applying compression in frequency. More precisely, the number of linear combination coefficients resulting from the spatial compression can be reduced by exploiting the unit-norm and orthogonality properties of the layers. As a result, 2 real coefficients can be saved in the representation of layer 1, 4 real coefficients in the representation of layer 2, etc. Note that the saving achieved for layer 1 is equivalent to the amplitude and phase normalization performed by Rel-15 Type II. During RAN1 #95, layers compression was included in the list of «Other schemes» which could complement the core scheme which will be agreed upon in RAN1 AH19_01 [5]. Indeed, the flexibility of this approach allows it to be combined with DFT-based compression rather straightforwardly, regardless of how the latter is configured. For this reason, no further element about it has been included in this contribution. 
[bookmark: _GoBack]Observation 4: Prior to frequency compression, the number of linear combination coefficients for each frequency resource can be reduced by exploiting the unit-norm and orthogonality of layers. These coefficients are then rearranged by layers ready for applying frequency compression. This approach can complement a DFT-based compression regardless of how the latter is designed and configured.
4	Conclusions
In this contribution, we have presented our proposal for overhead reduction of the NR Type II codebook.  Our proposals are:
· Frequency domain compression unit
Proposal 1: Support Alt. 2.2, with R=2.
· Basis subset selection
Proposal 2: Common basis subset selection based on Alt.1B.
Proposal 3: Free selection of  nonzero FD coefficients by means of a bitmap.
· Supported values for  and 
Proposal 4: Fix  for each value of , for example such that .
Proposal 5: The value of  is RRC configured, such that , with, for example, .
· Oversampling factor for the DFT codebook
Proposal 6: Support oversampling of the codebook used to perform the DFT-based compression, with .
· Quantization of the DFT-compressed matrix .
Proposal 7: For each spatial beam, use 4 bits for amplitude and 4 bits for phase quantization of the first FD component; 3 bits amplitude and 3 bits phase for the remaining  FD components.
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Appendix	
[bookmark: _Ref528934101]Table 2.  System Simulation Parameters
	Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM

	Multiple access 
	OFDMA

	Scenario
	Dense Urban

	Carrier frequency
	4GHz

	Inter-BS distance
	200m

	Channel model
	UMa, according to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	As in TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH 
	LDPC

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Number of RBs
	52

	CSI Feedback bit allocation 
	LD 
	  and   bits

	
	FD-DFT
	   and 

	Simulation bandwidth
	10 MHz for 15kHz

	Frame structure
	Slot Format 0

	MIMO scheme
	SU/MU-MIMO with rank adaptation.

	MIMO layers
	Maximum MU layers = 12

	CSI feedback
	CSI feedback periodicity:  5 ms
Scheduling delay:  4 ms

	Overhead
	2 symbols/slot

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	70% target utilization.  Arrival rates are:
· 4 users/sec for 16 antenna ports results in 62% RU
· 5 users/sec for 32 antenna ports results in 60% RU

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE

	Feedback assumption
	Realistic

	Channel estimation
	Non-ideal
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