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Introduction
In RAN1 87 meeting, following features are agreed for NR LDPC code
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted ZZ identity matrices
· In parity check matrix design, the highest code rate (Rmax,j ) to design j-th H matrix for is 
· Rmax,j <=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0 j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
· Rate matching to support transmission code rate higher than Rmax,j is not precluded
In this RAN1 NR meeting, we further propose a new LDPC code with competitive performance and high area efficiency. In this contribution, we would like to propose some  features which make the LDPC code more competitive. The discussion about area efficiency can be found in [1].
The discussed features are listed as
· High puncturing density of information blocks. 
· Quasi row orthogonal protomatrix.
· Lifting factor design and compact protomatrix for granularity performance among different message sizes.
· Optimization on zero-padded size for small code block.
· Bit-reordering on coded bits for burst noise.
· CRC-reduction by parity check.
Based on this contribution and corresponding simulation results, we can find that a single  protomatrix with 13 layers can already provide very competitive performance down to CR=1/3. 
Protomatrix Design
In R1-87 meeting, we proposed in [5] to use multi-edge LDPC code to achieve high performance even for extreme high code rate (CR) from 0.89 to 0.94. But in the agreement of RAN1 87 meeting, the highest CR to design the protomatrix was suggested to be 0.89. Therefore, in this meeting, we consider a single-edge LDPC code which has almost the same performance for CR<=0.89 compared with our previously proposed multi-edge LDPC code in [5]. The proposed single-edge protomatrix is shown in Figure 1.
The blocks of variable node (VN) 0~15 correspond to information bits and the other VN blocks correspond to parity bits.
Blocks of VN14 and VN15 are punctured for the initial transmission.
For flexible message sizes, the zero-padded bits are allocated from left to right on the VN corresponding to information bits.
 (
Puncturing Columns
)For rate-matching, the parity bits are punctured from right to left. Therefore, for CR=8/9, the  upper left corner of the protomatrix is used and for CR=1/3, the upper left corner of the protomatrix is used.
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[bookmark: _Ref471571477]Figure 1: Partial Proposed LDPC protomatrix

High puncturing density of information VN blocks
In the multi-edge LDPC code of [5], there is only one puncturing VN block among the 16 information VN blocks (6.25% puncturing density) to achieve good performance. In the single-edge LDPC code of [6], there are two puncturing VN blocks among the 32 information VN blocks (6.25% puncturing density) to achieve good performance. But for the single-edge compact LDPC code, the maximum degree of the check node is limited and therefore we need to increase the puncturing density to achieve competitive performance. When we studied the SNR gaps to the Shannon limit for different number of puncturing VN blocks for different code rates we found that the protomatrix with two puncturing VN blocks is a good option for the compact design with 16 information VN blocks. 
Based on this observation the number of puncturing VN blocks in our current proposed LDPC code is 2 among the 16 information VN blocks which results in a puncturing density of 12.5%. Thanks to the higher puncturing density, the single-edge compact protomatrix can achieve competitive performance. The relationship between compact protomatrix and area efficiency can be found in [1].
Observation 1: A higher puncturing density of information VN blocks can make the performance of the single-edge compact LDPC code more competitive.
Quasi row orthogonal protomatrix
For a row parallel decoder, all variable nodes corresponding to one segment of a CN block are processed in parallel and the size of the segment is proportional to the parallelism of the decoder. But a good LDPC code usually has very different check node degrees, i.e., the row weights of the protomatrix are quite different. In the row parallel decoder, the hardware engine is required to support the CN block processing of the maximum check-node degree.  Therefore, some hardware modules will be forced into idle mode when the decoder processes CN blocks with lower check node degrees.  This results in poor hardware utilization. To increase hardware utilization, it is preferred to group and decode several CN blocks that are orthogonal to each other in parallel. With some modification on the hardware engine, the decoder can process one segment of several CN blocks which are orthogonal to each other within one cycle. The number of groups of rows in the protomatrix we refer to as the layer number. The throughput of a row parallel decoder would highly depend on the layer number in protomatrix design. The LDPC protomatrix used in IEEE802.11ad is a good example of a row orthogonal protomatrix. 
Unfortunately, most good performing LDPC codes have some puncturing VN blocks among the information VN blocks. It can be observed that the column weights of the puncturing VN blocks should be enlarged so that the decoder can speed up the convergence of decoding (LLR) messages for the puncturing VN blocks. This characteristic is not good for row orthogonal design to reduce the layer number. In our experiences, aggressively reducing the layer number would degrade the performance. In Figure 2, we can observe that there is obvious degradation of SNR gap if we try to reduce the layer number from 34 to 13. Therefore, we propose to design the protomatrix in which rows are orthogonal to each other within the same group excluding the punctured VN blocks. This relaxed version of row orthogonal protomatrix we refer to as a quasi row orthogonal protomatrix. In Figure 2, we can observe that the SNR gap is roughly the same for quasi row orthogonal design when we reduce the layer number from 34 to 13.
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[bookmark: _Ref471564683]Figure 2: SNR gaps to Shannon limits
Observation 2: Restriction of pure row orthogonal would degrade the performance of the LDPC code when some information VN blocks are punctured. 
Observation 3: Restriction of quasi row orthogonal would maintain the performance of the LDPC code even when some information VN blocks are punctured. 
Proposal 1: Quasi row orthogonal LDPC codes should be considered in the NR channel coding.
Shift-coefficient Design
Optimized sets of Lifting Factor
In this proposed LDPC codebook, we first define the sets of optimized lifting factors (Z) as four sets with
  
The maximal message size is 8192 which corresponds to Z=512. The corresponding shift values are represented by 4 shift coefficient tables which correspond to shift coefficients of. For other smaller lifting factor of  with, the corresponding shift coefficient can be obtained by
, where  is the shift coefficient of the (-th element in the shift coefficient tables for. The shift-coefficient table for Z=512 is shown in Figure 4.
The design of the sets of lifting factors would affect the granularity performance among different message sizes. For the proposed optimized sets of lifting factors, the maximal deviation of performance among neighbour message sizes is around 0.05dB as shown in Figure 3. More simulations can be found in Section 6.2. The good granularity performance partially comes from the compact protomatrix. The reason is that the switch of lifting factor is more frequent for a compact protomatrix.
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[bookmark: _Ref471743094]Figure 3: Granularity performance at CR=0.33
Observation 4: The proposed LDPC code accompanied with optimized sets of lifting factors can already achieve smooth granularity performance with the maximum deviation of 0.05dB among neighbour message sizes.
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[bookmark: _Ref471492793]Figure 4: Shift Coefficient Table for Z=512
[bookmark: _Ref471550512]Valid sets of Lifting Factor
Besides the optimized sets of lifting factors proposed above, we further propose to also include the valid sets of lifting factors. The criteria of valid lifting factors are 
1) A valid lifting factor is still in the form of, where the value  should be limited and its upper bound need to be further defined.
2)  The performance under the valid lifting factor need to be justified by assuming that the valid lifting factor uses the shift values of optimized lifting factor which are closest to and smaller than the valid lifting factor.

The granularity of lifting factor is further enhanced by the valid sets of lifting factors.  The shift values of the valid lifting factor are derived from shift values of optimized lifting factor which are closest to and smaller than the valid lifting factor.
With this design, we can further optimize the granularity performance among different message sizes. The gain of including the valid sets of lifting factors is shown in Figure 5.  Note that the cost to support the valid sets of lifting factors is only the memory to store which values are the valid lifting factors.
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[bookmark: _Ref471743394]Figure 5: Further enhancement in granularity performance by valid sets
Observation 5: The design of valid set of lifting factors can further enhance the granularity performance among message sizes without extra cost.
Proposal 2: The joint usage of optimized sets and valid sets of lifting factors should be considered as one NR channel coding feature to enhance the granularity performance.
Zero-Padding Design 
In order to achieve LTE granularity or even 1-bit granularity of message size (K) but due to the limited number of lifting factors desired to be supported, zero-padding of some information bits before encoding is required and proposed by many companies. In this proposed LDPC code, the lifting factor that results in the smallest number of zero-padding bits  for large message size is selected, e.g., for .  Therefore, the lifting factor for a message size is selected as
  
By assuming that the valid sets of lifting factors are the same as the optimized sets introduced in Section 3.2, some examples of message sizes, lifting factors and zero-padding sizes are listed in Table 1.
[bookmark: _Ref471563156]Table 1
	K
	Z(K)

	1000
	64

	2000
	128

	4000
	256

	6000
	384

	8000
	512



For small message sizes, the lifting factor gets smaller and therefore the number of short cycles in the lifted Tanner graph gets larger. The performance of the QC-LDPC code would degrade accordingly. Therefore, the lifting factors for small message sizes should be carefully designed. In this proposed LDPC code, a special design of lifting factors is required for .Some examples of lifting factors for small message sizes are listed in Table 2.
[bookmark: _Ref471563740]Table 2
	K
	Z(K)

	321~512
	32

	48~320
	20

	40~47
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Proposal 3: For large message sizes, the lifting factor is selected such that the number of zero padded bits is minimized. For small message sizes, the lifting factors need to be explicitly specified for better performance.
Bit-reordering on Coded Bits
In the proposed LDPC code, most parity VN blocks are constructed by diagonal extension which results in the column-weight of one, i.e., the extended parity blocks have variable degree of only one. Therefore, the diagonal extended parity blocks and the information blocks have different sensitivities to burst noise interference.  However, under the burst noise interference environments, it is not possible to control the position of the burst noise. A good strategy is to randomize the burst noise interference such that the interference can be distributed evenly over the entire coded bits. This can be achieved by using an interleaver to perform bit reordering after the encoding of each code block. So we propose that for each transmission of code block, there should be a bit-reordering device as shown in Figure 6. 


[bookmark: _Ref471567082]Figure 6: Illustration on bit-reordering
In Figure 7, “no int” is used to mark when no bit-reordering is applied and “int” is used to mark when a bit-reordering scheme using a pseudo-random interleaver is applied after the LDPC encoder. In addition, “parity” is used to mark that the burst noise interference hits only on the parity blocks and “systematic” is used to mark when the burst noise interference hits only on the information blocks. One may observe that without bit reordering, the information blocks are more sensitive to the burst noise interference than the parity blocks. However, after bit-reordering, the performance is greatly improved. The detailed simulation can be found in [2].
Proposal 4: Bit reordering for each transmission of code block should be considered as one NR channel coding feature to enhance the performance under burst noise.

[image: ]
[bookmark: _Ref471567185]Figure 7: Simulation result under burst noise

CRC Reduction of LDPC code
It is now well known that an LDPC code has an inherent integrity check in the form of a parity check (PC). If this PC passes there is a fair chance that in certain conditions the decoded codeword is indeed the correct codeword. It was noted too by Nokia in earlier meetings that the false detection rate (FDR) for this PC rises asymptotically to unity especially for high code rate codes.
We conducted a preliminary investigation into the viability of combining the LDPC PC with different CRC lengths to investigate the possibility of reducing the CRC overhead for LDPC codes. We chose a modest block size of 384 bits at a very high code rate of 0.94 for our test corner with the assumption that any effect observed will be most pronounced here. Figure 8 shows the false detection capabilities of a combined PC and CRC. On the same figure we also plot the FDR capabilities of the CRC alone as an integrity check (dashed lines labelled “CRC K384 Cx”) as well as the theoretical CRC FDR capability of 2-CRC (dotted lines labelled CRCx). The results indeed show that the FDR of PC alone (solid blue curve labelled “PCCRC K384 C0”) rises asymptotically to unity with increasing SNR. It also shows that the FDR of CRC alone asymptotically approaches the theoretical FDR for CRC as the SNR decreases. What is extraordinary is the combined effect of PC with even a very modest 6-bit CRC which shows FDR performance comparable to that of a 12-bit CRC alone. Combining with an 8-bit or higher CRC makes the FDR almost unmeasurable over 106 blocks and well beyond the capabilities of a 16-bit CRC alone.
To better understand what is happening we further plotted the false detection error rate (FDER) for these same simulations. These are shown in Figure 9. This now clearly shows that the PC alone is comparable to a CRC of length 6-bits (compare blue solid versus red dashed). What it also shows is that combining a PC with a CRC for integrity checking seems to have a multiplicative effect rather than an additive effect. The reason seems to stem from that fact that at low SNR the PC works well as an integrity check while at high SNR the CRC works well as an integrity check. In the mid SNR range they both perform well enough that combined they are still acting as a very strong sieve for bad blocks. The result is an FDER curve that peaks in the midrange of SNR with that peak falling well below the FDER of the CRC alone as an integrity check. In fact the FDER of a PC combined with just a 6-bit CRC is well below the FDER of a 16-bit CRC alone.
[image: ]
[bookmark: _Ref471765978]Figure 8 False detection rate of PC+CRC compared with CRC alone
[image: ]
[bookmark: _Ref471766858]Figure 9 False detection error rate of PC+CRC compared with CRC alone
It should be noted that this was done using a layered min-sum decoder iterating for a maximum of 10 iterations with early stopping enabled (where early stopping relies solely on the PC).
Observation 6: Combining a PC with a CRC for integrity checking seems to have a multiplicative effect rather than an additive effect.
Proposal 5: Reduction of CRC number should be considered in NR LDPC code to enhance the performance.
Performance
Required SNR at BLER=0.01
In the following figures, we try to compare the required SNR at BLER=0.01 among different proposals of an LDPC code. The compactness of different proposals is different and the one proposed here is better than that of [3] and [4]. As can be seen in the figures below, the proposed compact LDPC code can achieve highly competitive performance.
The bold line with mark ‘o’ is for the proposed LDPC code with decoder of 50-iter-Flooding-SP.
The thin line with mark ‘x’ is for the LDPC code in [4] with decoder of 50-iter-Flooding-SP.
The dash line with mark is for the LDPC code in [3] with decoder of 50-iter-Layered-SP.
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[bookmark: _Ref471508972]Required SNR at BLER=0.001
In the following figures, we try to compare the required SNR at BLER=0.001 among different proposals of an LDPC code. The compactness of different proposals is different and the one proposed here is better than that of [3] and [4]. As can be seen in the figures below, the proposed compact LDPC code can achieve highly competitive performance.
The bold line with mark ‘o’ is for the proposed LDPC code with decoder of 50-iter-Flooding-SP.
The thin line with mark ‘x’ is for the LDPC code in [4] with decoder of 50-iter-Flooding-SP.
The dash line with mark is for the LDPC code in [3] with decoder of 50-iter-Layered-SP.
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Observation 7: The proposed compact LDPC code can achieve highly competitive performance.
Granularity performance among message sizes
In the following simulation, we only consider the valid sets of lifting factor as the optimized sets of.
The y axis is the required SNR at BLER=0.01/0.001 and x axis is the message size (K).
As you can see, the proposed compact LDPC code can already achieve smooth performance among message sizes on the scale of deviation of 0.05dB.
Please be noted that the granularity performance can be further enhanced by design of valid set introduced in Section 3.2 and its enhancement can be found in Figure 5.

[image: ]
Figure 10: Granularity performance at CR=0.33
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Figure 11: Granularity performance at CR=0.5
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Figure 12: Granularity performance at CR=0.83
Observation 8: The proposed compact LDPC code can already achieve smooth performance among message sizes on the scale of deviation of 0.05dB.
Error Floor Check
In the following simulation, we try to plot the curve of BLER and SNR down to. 
As can be seen in the figures below, the proposed compact LDPC code does not exhibit an error floor above 10^-4.
[image: ][image: ]
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Observation 9: The proposed compact LDPC code does not exhibit an error floor above 10^-4.
[bookmark: _Ref378529477]Proposal 6: The proposed compact LDPC code can already fulfill the requirement of NR eMBB scenario and its feature should be considered in NR channel code.
Conclusion
The following summarizes the observations and proposals in this contribution.
Observation 1: A higher puncturing density of information VN blocks can make the performance of the single-edge compact LDPC code more competitive.
Observation 2: Restriction of pure row orthogonal would degrade the performance of the LDPC code when some information VN blocks are punctured. 
Observation 3: Restriction of quasi row orthogonal would maintain the performance of the LDPC code even when some information VN blocks are punctured. 
Proposal 1: Quasi row orthogonal LDPC codes should be considered in the NR channel coding.
Observation 4: The proposed LDPC code accompanied with optimized sets of lifting factors can already achieve smooth granularity performance with the maximum deviation of 0.05dB among neighbour message sizes.
Observation 5: The design of valid set of lifting factors can further enhance the granularity performance among message sizes without extra cost.
Proposal 2: The joint usage of optimized sets and valid sets of lifting factors should be considered as one NR channel coding feature to enhance the granularity performance.
Proposal 3: For large message sizes, the lifting factor is selected such that the number of zero padded bits is minimized. For small message sizes, the lifting factors need to be explicitly specified for better performance.
Proposal 4: Bit reordering for each transmission of code block should be considered as one NR channel coding feature to enhance the performance under burst noise.
Observation 6: Combining a PC with a CRC for integrity checking seems to have a multiplicative effect rather than an additive effect.
Proposal 5: Reduction of CRC number should be considered in NR LDPC code to enhance the performance.
Observation 7: The proposed compact LDPC code can achieve highly competitive performance.
Observation 8: The proposed compact LDPC code can already achieve smooth performance among message sizes on the scale of deviation of 0.05dB.
Observation 9: The proposed compact LDPC code does not exhibit an error floor above 10^-4.
Proposal 6: The proposed compact LDPC code can already fulfill the requirement of NR eMBB scenario and its feature should be considered in NR channel code.
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