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1. Overview
In RAN1 #87 meeting, it is agreed that Polar code is the working assumption for eMBB control information: 
	Agreement: 
· UL eMBB data channels:
· Working Assumption to adopt flexible LDPC as the single channel coding scheme for small block sizes (to be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, implementation complexity and flexibility)
· (Note that it is already agreed to adopt LDPC for large block sizes)
· DL eMBB data channels:
· Adopt flexible LDPC as the single channel coding scheme for all block sizes
· UL control information for eMBB
· Adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· DL control information for eMBB
· Working Assumption to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· To be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, latency, power consumption and implementation complexity



To practically exploit Polar coding gain, the following design features are investigated in this contribution:
· Low-complexity rate-matching
· Polarization gain via aggregated DCI transmission
With the above features, Polar coded control channel can benefit from optimized performance and efficiency at fine codeblock size granularity.


2. Low-Complexity Rate-Matching
One of the major debate on applying Polar code is the complexity in realizing the optimal rate matching. QUP scheme [1] is one common reference, but the complexity due to recalculating input bit quality for a given code bit puncturing pattern is of O(N log2N) while LTE rate matching complexity is only O(N), where N is the mother code bit number before puncturing. 
In [2] and [3], low-complexity rate-matching schemes are investigated. One common finding is that very close performance to QUP at O(N) complexity can be realized by
1. Puncturing code bits w.r.t. a deterministic rule and setting the corresponding input bits as frozen bits
2. Selecting the first K good bits according to a predetermined good bit order and skipping the frozen bits before allocating the K data bits.
Fig. 1 illustrates the low-complexity rate matching, and one can have:

Observation 1: Near-optimal low-complexity Polar code rate matching can be realized with 
· One predetermined good bit order
· One deterministic code bit puncturing rule

[image: ]
Fig. 1: Illustration of low-complexity Polar code rate matching

1 
2 
Predetermined good bit order
In [2], the good bit order denotes the probability order an input bit index is selected in the set of the best bits. For practical generation, the probability can be estimated by the occurrence a bit index is selected for data transmission over various code rates and the corresponding operating SNRs. Alternatively, in [3], there proposed a formula to capture the polarization effect and generate the corresponding score/weight according to the binary label of each input bit. The good bit order can then be obtained by sorting the bit indices according to their polarization weight in descending order.
To reduce the on-line generation burden and avoid storing multiple good bit orders for different values of N, the following nested property can be enforced so that only one sequence of the maximal considered N is required:
Nested property: For N’ < N, the good bit order of size N’ can be obtained by excluding the entries with index value >= N’ (or > N’ if the smallest index is 1) from the good bit order of size N.
Summarizing the above, the following proposal is suggested:

Proposal 1: NR control channel Polar code should apply a single good bit order of the nested property for compact implementation. Formula based generation can be further investigated for the flexibility in adapting to a future configuration. 
Code Bit Puncturing
Code bit puncturing can change the polarization structure. To minimize the impact, it is observed in [2] that code bit puncturing design should be optimized differently for different mother code rates. In Figure 2, it is illustrated:
· For lower mother code rate, puncturing design should preserve polarization gain for the selected data bits. The low-rate puncturing in the Appendix of [2] is one representative scheme.
· For higher mother code rate, nulling those bits which have extensively XOR effect to other bit channels can reduce the mutual interference and provide more higher-quality bit channels for carrying data. The bit-reversal puncturing, i.e., BIV in [3], is one representative scheme.
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Fig. 2: Code bit puncturing considerations for lower and higher mother code rates

Compared with repetition from a constrained code rate, say 1/4, to achieve a lower code rate, low rate puncturing can provide confined decoding latency while (much) better performance. The decoding latency can be significantly reduced by simplifying/skipping the massive frozen bit processing before the 1st data bit. In Fig. 2A, the important cell-specific DCI-1C transmission is examined to support the above.
[image: ]
[bookmark: _GoBack]Fig. 2A: Performance comparison for cell-specific DCI with repetition and low-rate puncturing
	To investigate further how to best exploit both schemes, the following comparison is conducted:
Table 1: Comparison settings for two representative puncturing schemes
	Channel
	AWGN

	Modulation 
	QPSK

	Coding and Decoding Scheme
	Baseline Polar code with SCL decoding of list-8

	Info. block length (bits w/o CRC) 
	16, 24, 32, 40, 48, 56, 64, 72, 80

	CRC length
	20

	Code bit length
	LTE CCE levels 1, 2, 4, 8 (i.e., 72, 144, 288, 576 code bits)

	Code bit puncturing scheme
	Low-Rate Puncturing in [2]
	BIV in [3]



And the performance results are collected in the following Figs 3 – 6:
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Fig. 3: Performance comparison of the code bit puncturing schemes over CCE level 8
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Fig. 4: Performance comparison of the code bit puncturing schemes over CCE level 4
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Fig. 5: Performance comparison of the code bit puncturing schemes over CCE level 2
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Fig. 6: Performance comparison of the code bit puncturing schemes over CCE level 1

With the above, we arrive at the following:
Observation 2: The low rate puncturing scheme [2] with polarization preserving can perform better for at least CCE levels 4 and 8. The BIV scheme [3] can perform better in CCE levels 1 and 2. Lower rate and higher rate settings require different optimization in the puncturing design.

Proposal 2: NR control Polar code puncturing design should optimize both lower rate and higher rate settings for the best granularity performance.





3. Polarization Gain via Aggregated DCI Transmission
One of the important Polar code characteristics is that BLER performance becomes steeper and better with larger codeword size by virtue of the polarization gain. To investigate the potential performance advantage, we conduct the following studies:
1. Aggregated DCI transmission for very reliable control
2. Aggregated DCI transmission for eMBB control
With aggregated DCI transmission, a larger Polar codeword can be utilized, thus providing the polarization gain. For the aggregation, we assume one 8-bit shared CRC among the aggregated DCIs for Polar decoding and group identification purpose. Each DCI also applies 12-bit CRC for UE identification purpose. Since a total to 20 CRC bits are utilized, DCI decoding false alarm rate can be kept the same as non-aggregated transmission. For more possibilities and discussions on aggregated DCI transmission, one can refer to [4]. 

3 
Aggregated DCI Transmission for Very Reliable Control
In [5], there reveals one URLLC control issue: While the 1st transmission BLER target of URLLC data can be set to 1% with HARQ support, the control channel BLER needs to target 10-5 in order not to dominate the link performance. Considering a reference setting where one DCI-1A (of 28 info bits) is transmitted over CCE level 4 (CCE4) resource, then Fig. 7 shows that extra 1.75 dB SNR should be required to bring BLER from 1% to 10-5. Alternatively, a higher CCE level of double resource can readily reach 10-5. However, the spectral efficiency loss is large for carrying URLLC control.
In Fig. 7, there provide alternative configurations that can realize much better BLER with the same amount or confined increment in per DCI resource. The key is to perform aggregated DCI transmission. By virtue of the polarization gain, the BLER curve slope becomes steeper and realizes larger performance gain at lower BLER. Consequently, one can have
Observation 3: Aggregated DCI transmission with Polar code can realize more than 1 dB gain with the same per DCI resource or much confined resource increment for very reliable control.

[image: ]
Fig. 7: Performance and resource comparison for very reliable control

Aggregated DCI transmission for eMBB Control
In previous subsection, larger resource pool is utilized for realizing polarization gain and steeper BLER slope for very reliable control. On the contrary, the polarization gain can help to reduce the resource requirement subject to similar BLER performance. For checking the feasibility, we compare the following two settings for DCI-1A transmission with
· Non-aggregated DCI: One DCI over one CCE level 4/8 resource of 288/576 code bits
· Aggregated DCIs: 1 and 2 DCIs over one reduced CCE level 8 resource of 480 code bits
· Per DCI resource will be 240/480 code bits
In Fig. 8, there compare the BLER performances of the two settings as well as LTE TBCC performance of CCE levels 4 and 8. It can be checked that, while reducing the code bit number can induce around 0.8 dB loss, aggregated DCI transmission can realize not only superior performance gain to LTE TBCC but also largely reduced loss (by 0.6 dB) for the lower CCE level . Note that the reduced code bit number indicates higher spectral efficiency as well as lower decoding latency. Therefore, we have
Observation 4: Aggregated DCI transmission with Polar code can improve NR control channel spectral efficiency by more than 16% as well as reducing the decoding latency by requiring less code bits.

[image: ]
Fig. 8: Performance comparison with reduced code bit number per DCI

With the observations in Subsections 3.1 and 3.2, it is suggested:
Proposal 3: Aggregated DCI transmission with Polar code should be investigated for NR control channels to exploit the polarization gain and realize better spectral efficiency.



4. Summary
In this contribution, we investigate two important Polar code features, i.e., low-complexity rate matching and polarization gain via aggregated DCI transmission. In particular, we have:


Observation 1: Near-optimal low-complexity Polar code rate matching can be realized with 
· One predetermined good bit order
· One deterministic code bit puncturing rule

Proposal 1: NR control channel Polar code should apply a single good bit order of the nested property for compact implementation. Formula based generation can be further investigated for the flexibility in adapting to a future configuration.

Observation 2: The low rate puncturing scheme [2] with polarization preserving can perform better for at least CCE levels 4 and 8. The BIV scheme [3] can perform better in CCE levels 1 and 2. Lower rate and higher rate settings require different optimization in the puncturing design.

Proposal 2: NR control Polar code puncturing design should optimize both lower rate and higher rate settings for the best granularity performance.

Observation 3: Aggregated DCI transmission with Polar code can realize more than 1 dB gain with the same per DCI resource or much confined resource increment for very reliable control.

Observation 4: Aggregated DCI transmission with Polar code can improve NR control channel spectral efficiency by more than 16% as well as reducing the decoding latency by requiring less code bits.

Proposal 3: Aggregated DCI transmission with Polar code should be investigated for NR control channels to exploit the polarization gain and realize better spectral efficiency.
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