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1. Introduction
In RAN-1 #87 meeting, there are some agreements on channel coding schemes for eMBB data and control channels as below: 
	
Agreement: 
· UL eMBB data channels:
· Working Assumption to adopt flexible LDPC as the single channel coding scheme for small block sizes (to be confirmed unless significant issues are identified by the RAN1 Jan ad-hoc in relation to performance, implementation complexity and flexibility)
· (Note that it is already agreed to adopt LDPC for large block sizes)
· DL eMBB data channels:
· Adopt flexible LDPC as the single channel coding scheme for all block sizes
· UL control information for eMBB
· Adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· DL control information for eMBB
· Working Assumption to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· To be confirmed unless significant issues are identified by the RAN1 Jan ad-hoc in relation to performance, latency, power consumption and implementation complexity




In this contribution, we discuss the design of Polar codes for eMBB control information while considering the practical implementation.

2. Rate-Compatible Polar Code
First, we use following basic notations for Polar codes in this contribution.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK1]- : the number of information bits including CRC bits 
- : desired code rates
- : the number of codeword bits ()
- : the mother Polar code size ()
- : list size of successive-cancellation list (SCL) decoder 
Let us consider LTE as a reference since details about NR control channels have not been decided yet. In LTE downlink control channel, there are some strict requirements on decoding latency and complexity because 44 attempts of blind decoding in total should be required to obtain single DCI. It is expected that these requirements on decoding latency and complexity for NR eMBB control channels are stricter than those for LTE control information as a self-contained sub-frame design is now considered. Thus, Polar codes for eMBB control information should be pre-defined in the encoder and the decoder to meet the stricter requirements. 
Proposal 1: Polar code for eMBB control information should be specified such that those can be pre-defined at the encoder and at the decoder. Unnecessary on-the-fly operations to obtain code sequences and parameters should be precluded.


Figure 1 Encoding chain of rate-compatible Polar codes
Fig. 1 depicts a general encoding chain of rate-compatible Polar codes. Given  and , the mother Polar code size  is determined as . Then,  frozen bits are attached to the -bit information bit-stream. Then, the resulting bit-stream of length  is permuted by pre-determined . The rate-compatible permutation  is designed to assign  information bits to the best  sub-channels whatever  is. The permuted bit vector is multiplied by a  generator matrix of Polar code, and  bits are punctured for rate-matching. At the decoder, the same permutation  should be also specified.
In [1], a single nested sequence of length  is proposed to cover any permutation  where . The performance of Polar codes defined by the nested sequence is relatively stable, but performance degradation was observed for some combinations of code rate and code length compared to other coding schemes such as LDPC codes and turbo codes. 
Considering implementation of Polar codes, there is a trade-off between memory and latency to realize the permutation . The single nested sequence enables to reduce memory required to describe many Polar codes with various mother code sizes. However, it generally takes additional  clock cycles to extract a smaller Polar code sequence from the nested sequence of length . Let  be an ordered sequence of length  obtained by code construction rule in [1]. We additionally define  as a subset sequence of , whose elements are indexed from  to . According to the construction method provided in [1], generally . Therefore, to extract  from , one should read elements in  one by one in order and check the elements is less than . This requires  clock cycles in the worst case. On the other hand, the encoding and the decoder simply implemented by using several rate-compatible code sequences although the amount of memory slightly increases.
If the permutation is implemented by hard-wiring for each mother code size, it would be better to use several rate-compatible code sequences designed for each  for better performance.
Observation 1: Considering operational complexity and latency, it provides no tangible advantage to use a single nested Polar sequence instead of several rate-compatible Polar code sequences. 

3. Performance Evaluation
In this section, we investigate the performance of Polar codes according to code sequences. We simply design rate-compatible Polar code sequences for each mother code size as an example, and compare the performance of these sequences with that of nested Polar codes provided in [1]. We basically follow the agreement on evaluation environments for control information as described in Table 1. As shown in the companion contribution [2], parity-check concatenated Polar (PC-Polar) codes do not provide any clear advantage in terms of the performance, complexity, and latency compared to conventional CRC-concatenated codes. Therefore, we only consider CRC-aided Polar (CA-Polar) codes as a basic code structure in our performance evaluation.
Table 1 Performance Evaluation Environment
	Decoding algorithm
	SC decoding & CRC-aided SCL decoding

	List size 
	1, 2, 4, 8

	Information bits 
	16, 32, 48, 64, 80, 120, 200

	Code rate 
	1/12, 1/6, 1/3, 1/2, 2/3

	CRC bits 
	4


[bookmark: OLE_LINK9]From Fig. 2 to Fig. 5, the performance of two types of Polar codes are compared: one defined by the nested sequence in [1] and another specified by several rate-compatible sequences. For all combinations of code rate, code length, and list size, we can achieve the better performance by using rate-compatible sequences instead of using the nested sequence. 


Figure 2 Nested sequence vs. rate-compatible sequences () 

Figure 3 Nested sequence vs. rate-compatible sequences ()


Figure 4 Nested sequence vs. rate-compatible sequences ()

Figure 5 Nested sequence vs. rate-compatible sequences ()
As a result, we have following observation.
Observation 2: In terms of the performance, one could improve the BLER performance by using several rate-compatible Polar sequences rather than using a single nested Polar sequence.

4. Conclusions
Polar codes for eMBB control information should be pre-defined at the encoder and the decoder to meet the stricter requirements of eMBB in terms of latency and implementation complexity.
Proposal 1: Polar code for eMBB control information should be specified such that those can be pre-defined at the encoder and at the decoder. Unnecessary on-the-fly operations to obtain code sequences and parameters should be precluded.
We compared two types of Polar codes: one defined by nested sequence in [1] and another defined by several rate-compatible sequences. From the view of the implementation and the performance, we have following observations.
Observation 1: In terms of the operational complexity and the latency, it provides no tangible advantage to use a single nested Polar sequence instead of several rate-compatible Polar sequences.
Observation 2: In terms of the performance, one could improve the BLER performance by using several rate-compatible Polar sequences rather than using a single nested Polar sequence.
According to the observations and numerical results, we propose that one or more code sequences should be separately specified for each mother code size .  
Proposal 2: At least a single code sequence should be defined for each mother code size .
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