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Introduction
In RAN1 #87 meeting, it is agreed that UL control information for eMBB adopt Polar codes and DL control information for eMBB adopt polar codes as working assumption [1].
	Agreement: 
· UL eMBB data channels:
· Working Assumption to adopt flexible LDPC as the single channel coding scheme for small block sizes (to be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, implementation complexity and flexibility)
· (Note that it is already agreed to adopt LDPC for large block sizes)
· DL eMBB data channels:
· Adopt flexible LDPC as the single channel coding scheme for all block sizes
· UL control information for eMBB
· Adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· DL control information for eMBB
· Working Assumption to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· To be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, latency, power consumption and implementation complexity


In this contribution, we discuss the design of polar codes. The following notations are used in this contribution.
K:		information block size
M:		codelength

N:		mother codelength, 
NCRC:		CRC bits length
δ:		additional parity bits length

:		input sequence of the basic encoder

:		output sequence of the basic encoder

:		generator matrix with codelength N of the basic encoder
QN:		ordered bit index of codelength N
Design overview
In order to support different coding rates, codelength and to achieve good block error rate (BLER) and false alarm rate (FAR) performance. Polar codes designed for NR control channels may have at least 6 building blocks as shown in Fig. 1. In the following, design requirement and criteria for each block is discussed.


Fig. 1 The structure of Polar codes for NR
Cyclic redundancy check attachment

By using cyclic redundancy check (CRC) before encoding, the reciever can check if the decoding is successful or not. Typically, an NCRC -bit CRC can lead to an FAR of . In LTE, usually 16 bits CRC are used [2]. For NR, the CRC bits should be FFS to satisfy the NR FAR requirement.
Note that, some Polar codes can be decoded with the aid of CRC. However, this decoding method may increase the FAR. On the other hand, CRC may not be available for some control information, especially for UL control information. So if the CRC is only used to fulfill the FAR requirement, it should not be used to assist the decoding.
Parity check concatenation
In [3], PC (parity-check)-frozen bits are proposed to replace CRC bits for decoding assistance to increase the BLER performance. This method is in fact to construct special concatenated codes. Similar with CRC concatenation, the parity-check-frozen bits also introduce additional overhead and complexity. The tradeoff between BLER performance, overhead and complexity should be considered. We compare the performance of two polar codes with different parity check designs [3, 4]. Results are shown in Fig. 2. It shows that different parity check designs may lead to different BLER performance.
In [5] two kinds of CRC are applied for polar codes, global CRC and local CRC. The local CRC is applied only for decoding assistance and can reduce the memory complexity. However, in this scheme, global CRC is still needed  to assist the decoding, which may reduce the FAR performance. As the parity check concatenation unit may significantly affect the BLER and FAR performance, it should be for further study.
[image: ]
Fig. 2 The performance of polar codes with different parity check designs
Frozen set selection
Polar codes are constructed by channel polarization phenomenon. However, this phenomenon is depended on the channel states. For different channel states, “good” and “bad” bit indices are usually different.
One method to select the frozen set is to use different frozen sets for different channel states, such as for different coding rates and different codelengths.
Another methods to select the frozen set are proposed in [6] and [7]. Only one ordered index sequence QNmax of length Nmax is needed for encoding, which may reduce the memory cost. Whether this kind of structures have further benefits or not should be further studied.
Basic encoder
The basic encoder of Polar codes is to encode the input sequence by Kronecker power of the basic kernel, i.e.,


It is a key feature of Polar codes, which make the encoding and decoding of polar codes have good recursive structures and can be implemented practically.
Although there are several new methods to construct Polar codes with other kernels, the new methods may significantly change the encoding/decoding structures of polar codes and increase the complexity. So, the basic encoder should use the original kernel and should NOT be changed.
Rate matching
Similar to tail biting convolutional coding (TBCC) and turbo codes, rate matching is needed for polar codes to encode with different coding rates and codelengths. Two main methods of rate matching for polar codes are puncturing and shortening.
Punctuing and shortening are both used to remove some codes bits after encoding. The difference is that the values of punctured bits are unknown to the decoder and the values of shorened bits are known to the decoder. The BLER performace of different rate matching methods are depended on the paramters such as coding rates. In [6] and [7], shortening by bit-reversal permutation are proposed. Good BLER performance are shown by this structures during the previous meetings. So, at least shortening schemes should be considered in NR. Further study on rate mathcing schemes should also be considered for polar codes.
Interleaving
At least for fading channels, high order modulation and coded modulation schemes, interleaving should be applied for polar codes to ensure the BLER performance. In [8], different interleavers are simulated for polar codes. It showed that polar codes with different interleavers may have different BLER performance. In order to optimized the performance and to reduce the complexity of interleaver. Interleaving schemes should be studied.
Summary
Units of polar codes are summarized in Table 1. 
Table 1 Units of Polar codes
	
	CRC attachment
	Parity check concatenation
	Frozen set selection
	Basic encoder
	Rate matching
	Interleaving

	Effect
	Reducing FAR
	Reducing BLER
	Construction of different coding rates, codelength
	Basic encoding
	Construction of different coding rates, codelength
	Reducing BLER for fading channels, high order modulation and coded modulation

	FFS
	Yes
	Yes
	Yes
	No
	Yes
	Yes


Based on the analysis, we have the following proposals.

Proposal 1: The basic encoder of polar codes should NOT be changed for NR, i.e. the basic kernel  should be applied for polar codes.
Proposal 2: Shortening should be considered as rate matching schemes for polar codes.
Proposal 3: Polar codes design should consider the schemes of CRC attachment, parity check concatenation, frozen set selection, ratching matching and interleaving.
Nested frozen set
It is shown in [6] and [7] that only one ordered index sequence QNmax with length Nmax is needed for polar codes to cover all the coding rates and codelength. Frozen set for a give coding rates and codelength can be determined dynamically from ordered index sequence QNmax. For codelength equeal to Nmax, the frozen set can be selected by coding rates and order index QNmax. For codelength N less than Nmax, the order index QN can be obtained by selecting the index less or equal to N and the frozen set can be selected by coding rates and order index QN. This kind of nested structure may reduce the memory cost.
If this kind of structure is supported, we propose an ordered index sequence QNmax. The frozen/info. set can be obtained directly from QNmax and no calculations are required for order index QN. The detail steps are shown as follows.
1) Read the order index QNmax, codelength M and info block length K.
2) Select the indices less than M, and keep the order
3) Select the best K indices from the result of step 2)
4) Bit-reverse the K indices obtained in step 3), and set them as info. set, set the other indices as frozen set.
An example of Nmax = 8, M = 3 and K = 2 is shown in Fig. 3.


Fig. 3 An example of selecting the info./frozen set
Performance evaluation
The evaluation assumptions are shown in Table 2 and the evaluation results are shown in Fig. 4 ~ Fig. 6.
Table 2 Evaluation assumptions
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	Proposed*, [3]

	Code rate
	1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	List SC with list size of 8

	Info. block length (bits w/o CRC)
	32, 80, 200


*The coding scheme are based on [3] with different order indices.
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Fig. 4 The performance of the proposed ordex index with K = 32
[image: ]
Fig. 5 The performance of the proposed ordex index with K = 80
[image: ]
Fig. 6 The performance of the proposed ordex index with K = 200
It can be seen from the evaluation, Polar codes with the proposed ordered index sequence have almost the same performance with polar codes proposed in [3].
Summary
In this contribution, we summarized the key units for polar codes design and proposed a new order index for polar codes, which can further simplify the encoding procedure. The evaluation results show that our order index have competitive performance with other schemes.
Based on these results, we have the following Proposals.

Proposal 1: The basic encoder of polar codes should NOT be changed for NR, i.e. the basic kernel  should be applied for polar codes.
Proposal 2: Shortening should be considered as rate matching schemes for polar codes.
Proposal 3: Polar codes design should consider the schemes of CRC attachment, parity check concatenation, frozen set selection, ratching matching and interleaving.
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