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Introduction
In RAN1 #87, the system simulation assumptions for dynamic TDD were agreed and summarized in [1]. In this contribution, initial performance evaluation results are shown for different dynamic TDD interference coordination schemes based on system-level simulations.
Dynamic TDD allows a gNB to select either uplink or downlink slot format in a dynamic manner, independently from other gNBs. As compared to a static up/down configuration that is common to all cells, dynamic TDD provides flexibility to a gNB to react to time variations in the relative offered load of uplink vs. downlink traffic. It provide more scheduling flexibility to address the differences in the UL/DL relative loading among different gNBs. 
However, dynamic TDD also introduces some interference issues. Specifically, when different gNBs select different directions, this results in gNB-to-gNB and UE-to-UE interference. The impact of this interference may depend on the deployment scenario. If the deployment is dense, the likelihood of strong interfering gNB-to-gNB or UE-to-UE links may be higher. In this contribution, the impact of such interference is considered in the dense urban scenario.
Simulation Assumptions

[bookmark: _Ref471645873]Table 1: System Simulation Assumptions


The simulation setup is according to the assumptions in [1] as shown in Table 1 with the modifications shown in bold. 
Interference profiling
Based on system simulation, gNB-to-gNB and UE-to-UE interference are profiled in the dense urban scenario.
Figure 1 shows the CDF of the gNB-to-gNB interference power for every pair of gNBs, categorized as micro-to-micro, micro-to-macro, macro-to-micro and macro-to-macro. For comparison, the CDF of the desired uplink signal power and thermal noise level at the TRP are also indicated. Based on this profiling of the interference, it is expected that in some cases the gNB-to-gNB interference could significantly impact uplink performance if a neighbour cell switches to downlink direction.
Figure 2 shows the CDF of the UE-to-UE received power where for each UE, only the maximum of the interference power from other UEs is considered while computing the CDF. This interference profile shows that the UE-to-UE interference power could be higher than the desired downlink signal power.
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Performance Evaluation
Interference coordination schemes considered
The following schemes are compared: 
· “Static”: A static uplink-downlink configuration DDUUDDDUUU
· “Greedy”: A greedy scheme where each TRP dynamically selects downlink or uplink based on queue size information (select a direction if the queues are longer for that direction)
· “Interference-aware”: Dynamic switching with transmission power adjustment based on knowledge of the interference profile
The third scheme assumes that each TRP collects knowledge about the interference profile to and from other TRPs as well as the interference profile between its served UEs and UEs served by other TRPs. Based on this knowledge, the scheme adjusts the transmission power of a node that has switched to a direction opposite of the default slot direction so that the interference power received by other receivers who are aligned with the default direction is within tolerable levels. 
For the greedy and interference-aware schemes, the impact of cancelation of gNB-to-gNB interference is also studied. 
[bookmark: _Ref471743616]Performance metric: load factor
One problem with a static TDD scheme is that if the uplink-downlink slot ratio does not match the relative load of uplink-to-downlink traffic load, then this could result in a perception of overload in one direction (e.g., downlink) while unused resources are still available for the other direction (e.g., uplink). To avoid this problem, the goal of a dynamic TDD scheme should be to allocate resources in a manner that balances the loading of the uplink and downlink direction. 
To quantify the perceived loading of each direction, the following metric is defined for each UE: 
Load factor (ρ)   :=     
This metric represents the load level perceived by a UE. For example, a large value of ρ corresponds to a small perceived throughput in relation to the traffic arrival rate, and may result in a perception of network overload. This metric is normalized to be between 0 and 1 and can therefore be easily compared between uplink and downlink.
Based on this discussion, the performance evaluation uses system-level simulations to quantify the load factor for downlink (ρDL) and uplink (ρUL) for each scheme. The performance metric is chosen as the maximum between the uplink and downlink load factors. Specifically, when comparing two schemes, the scheme with a smaller value for the max (ρDL, ρUL) is considered to be better, since the goal is to ensure that neither direction is perceived to be overloaded before the other direction.
Results
Table 2 shows the median and 5th percentile of the user perceived throughput of the different schemes in the uplink and downlink directions. Two types of interference cancellation are considered:
· “IC (I)” refers to a simple variant of interference cancelation of gNB-to-gNB interference where the two strongest jamming gNBs can be cancelled with 20 dB efficiency, i.e. 99% signals from the gNB can be cancelled. 
· “IC (II)” refers to a more complex variant of interference cancelation, where the three strongest jamming gNBs can be cancelled with 30 dB efficiency, i.e. 99.9% signals from the gNB can be cancelled.
The results shown below correspond to a downlink packet arrival rate of 1 Mbps per UE and a DL: UL ratio of 2:1.
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	Static 
	Greedy 
+
No IC
	Greedy 
+
IC (I)
	Greedy
+
IC (II)
	Intf. Aware
+
IC (I)
	Intf. Aware
+
IC (II)

	Median DL PT (Mbps)
	2.3
	2.84
	3.1
	4.2
	3.2
	3.4

	Median UL PT (Mbps)
	13.2
	1.21
	1.4
	2.3
	6.1
	7.5

	5th %ile DL PT (Mbps)
	0.38
	0.49
	0.51
	0.56
	0.49
	0.5

	5th %ile UL PT (Mbps)
	0.91
	0.22
	0.18
	0.22
	0.41
	0.43



In the static approach, the D-U ratio of the configuration is not aligned well to the DL-UL offered traffic ratio, causing the downlink to appear more loaded than the uplink. This results in a large UL perceived throughput at the expense of the downlink. 
The greedy algorithm attempts to address this issue by switching UL slots to DL. However, the gNB-to-gNB interference affects the uplink performance. Without IC, the greedy solution improves the downlink compared to the static case by about 25% but causes a significant degradation in the uplink (median falls from 13.2 to 1.21 Mbps). IC helps improves the performance of greedy uplink to some extent.
In contrast, the interference aware scheme applies a power adjustment based on knowledge of the interference profile, thereby protecting the uplink transmissions. This results in a higher downlink throughput without sacrificing uplink throughput. For example, with IC(I), the interference-aware scheme outperforms the greedy scheme in downlink and uplink, providing more than 4-fold improvement in the median uplink perceived throughput (6.1 vs. 1.4 Mbps), and more than 2-fold improvement in the 5th %ile of uplink perceived throughput (0.41 vs. 0.18 Mbps). 
Table 3 shows the median and 95th percentile of the load factor (defined in Section 5.2) achieved by the different schemes in the uplink and downlink directions.
[bookmark: _Ref471725506]Table 3: Load factor under the different schemes
	
	Static
	Greedy + 
No IC
	Greedy 
+
IC (I)
	Greedy 
+
IC (II)
	Intf. Aware
+
IC (I)
	Intf. Aware
+
IC (II)

	Median ρDL
	0.3
	0.26
	0.25
	0.19
	0.24
	0.23

	Median ρUL
	0.04
	0.29
	0.26
	0.18
	0.08
	0.06

	95th %ile ρDL
	0.73
	0.67
	0.66
	0.64
	0.67
	0.66

	95th %ile ρUL
	0.35
	0.69
	0.73
	0.70
	0.55
	0.54



Compared to the static case, the greedy approach shifts the load from the DL direction to the UL direction without improving the maximum loading factor by much. 
Focusing on the 95th %-ile of the load factor, the interference-aware scheme operates at a much lower uplink load factor as compared to the greedy. Overall, the interference-aware scheme causes a reduction in the maximum load factor in the 95th %ile.

Conclusion
Observation 1:  Interference cancellation is not sufficient to address interference issues in dynamic TDD scenarios. 
Proposal 1: Interference coordination based on knowledge of interference profile to neighbouring cells should be considered for dynamic TDD interference management in NR.
Proposal 2: NR should support mechanisms to allow a gNB to learn the interference profile for both the gNB-to-gNB and UE-to-UE case.
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Parameters Dense urban

Layout

Two layer - 

Macro layer: Hex. Grid

Micro layer:     Random drop, 

    3 Micro BS per Macro BS, all outdoor

Inter-BS distance  Macro layer: 200m

Carrier frequency  Macro and micro layer: 4 GHz

Aggregated system 

bandwidth

20 MHz

Simulation bandwidth

20MHz per CC below 6GHz

Note: UE TX power scaling will impact final results

Channel model

- Macro-to-UE: 3D UMa

- Micro-to-UE: 3D UMi

- Macro-to-Macro: 3D UMa (h_UE=25m)

- Macro-to-Micro: 3D UMa (h_UE=10m), FFS additional offset 

X1 dB

- Micro-to-Micro: 3D UMi (h_UE=10m), FFS additional offset 

X2 dB

- UE-to-UE: A.2.1.2 in TR36.843, FFS on penetration loss 

between UEs

Tx power 

Macro: 44 dBm, Micro: 33 dBm, UE: 23dBm (max)

UE power control parameters: 

   P0 = -76 dBm per RB for micro, -82 dBm per RB for macro ( 

100 RBs in total bandwidth), α = 0.8

BS antenna configuration

2 Tx /Rx antenna elements

BS antenna pattern

Follow the modeling of TR36.873

Downtilt: micro 0 degrees, macro 15 degrees

BS antenna height  25 m for macro, 10 m for micro

BS antenna element gain + 

connector loss

5 dBi for micro, 15 dBi for macro

BS receiver noise figure

5 dB



UE antenna elements

1 Tx / 2 Rx antenna elements 

UE antenna height Proposal: Follow TR36.873 

UE antenna gain Proposal: Follow the modeling of TR36.873

UE receiver noise figure 9 dB

Traffic model

FTP traffic model 3, packet size 0.5 Mbytes

DL/UL traffic ratio = 2:1

UE distribution 100% indoor (3km/h) 

2/3 users randomly and uniformly dropped within the clusters 

around micro, 1/3 users randomly and uniformly dropped 

throughout the macro geographical area; 60 users per macro area; 

UEs assumed to be in the same building if the inter-UE distance is 

within 50 m.

UE receiver MMSE-IRC as the baseline receiver
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Evaluation assumption

		Parameters		Dense urban

		Layout		Two layer - 
Macro layer: Hex. Grid
Micro layer:     Random drop, 
    3 Micro BS per Macro BS, all outdoor

		Inter-BS distance 		Macro layer: 200m

		Carrier frequency 		Macro and micro layer: 4 GHz

		Aggregated system 
bandwidth		20 MHz

		Simulation bandwidth		20MHz per CC below 6GHz
Note: UE TX power scaling will impact final results

		Channel model		- Macro-to-UE: 3D UMa
- Micro-to-UE: 3D UMi
- Macro-to-Macro: 3D UMa (h_UE=25m)
- Macro-to-Micro: 3D UMa (h_UE=10m), FFS additional offset X1 dB
- Micro-to-Micro: 3D UMi (h_UE=10m), FFS additional offset X2 dB
- UE-to-UE: A.2.1.2 in TR36.843, FFS on penetration loss between UEs

		Tx power 		Macro: 44 dBm, Micro: 33 dBm, UE: 23dBm (max)
UE power control parameters: 
   P0 = -76 dBm per RB for micro, -82 dBm per RB for macro ( 100 RBs in total bandwidth), α = 0.8

		BS antenna configuration		2 Tx /Rx antenna elements

		BS antenna pattern		Follow the modeling of TR36.873
Downtilt: micro 0 degrees, macro 15 degrees

		BS antenna height 		25 m for macro, 10 m for micro

		BS antenna element gain + connector loss		5 dBi for micro, 15 dBi for macro

		BS receiver noise figure		5 dB


		UE antenna elements		1 Tx / 2 Rx antenna elements 


		UE antenna height		Proposal: Follow TR36.873 

		UE antenna gain		Proposal: Follow the modeling of TR36.873

		UE receiver noise figure		9 dB

		Traffic model		FTP traffic model 3, packet size 0.5 Mbytes
DL/UL traffic ratio = 2:1

		UE distribution		100% indoor (3km/h) 
2/3 users randomly and uniformly dropped within the clusters around micro, 1/3 users randomly and uniformly dropped throughout the macro geographical area; 60 users per macro area; UEs assumed to be in the same building if the inter-UE distance is within 50 m.

		UE receiver		MMSE-IRC as the baseline receiver
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