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1. Introduction
In the RAN1 meeting #87, several agreements regarding channel coding for eMBB data were made as followings [1]:
Agreements:
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted Z x Z identity matrices
· In parity check matrix design, the highest code rate (Rmax,j ) to design j-th H matrix for is 
· Rmax,j <=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0<= j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
· Rate matching to support transmission code rate higher than Rmax,j is not precluded

Multiple edge type (MET) QC-LDPC
Let the code with multiple weights in the parity-check matrix be the MET QC LDPC code and the code with the weight ≤1 be the single edge type (SET) code. MET QC LDPC codes constructed from protographs is determined by the structure of the circulant permutation matrices, the lift sizes, and all the shift values. The reduced size of the circulant permutation matrices restricts the freedom of designing the parity-check matrix and decreases the efficiency of decoder obtained from the parallel decoding. However, if the parity-check matrices are designed with multiple weight circulant matrices, the maximum variable node degree can have a large value. 
For MET LDPC, we can consider the following factors for degradation of performance and reduction of throughput:
· Dense base matrix
·  Latency may increase during pipeline processing for block parallel layered decoder can be led. To update the next row, the LLR update on the previous row must be performed, otherwise a stall occurs. For example, as shown in Figure 1, a tightly packed matrix has number of variable node cycle stalls. 
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Figure 1. a) Example of dense protomatrix, where elements of sub-block are edge weight (≥1) and b) pipeline processing for flooding scheduled block parallel decoder.

·  Error floor can be occurred for high code rate. Figure 2 shows the BLER performance for high code rates for the SET LDPC in [2], and the MET LDPC in [3].
· Layered scheduling
·  For layered scheduling, the column weight should be at most 1 without losses in performance than flooding scheduling. MET matrices, on the other hand, are not perfectly structured for layered decoder architecture, leading to conflicts in the soft-output (SO) memories of variable node. Throughput, area efficiency and memory conflicts are bottlenecks that make the implementation of MET matrices challenging. For layered decoder implementation, it may require a costly memory access and an increase of the clock frequency, and may reduce the parallelism.
·  Memory conflicts will usually lead to performance degradation [4]. For techniques that avoid memory conflict or overcome performance degradation, pipeline problems can occur.
· Barrel shifter for lager lifting size
·  Regardless of the type of barrel shifter, more multiplexers and stages are needed as the lifting size increases, which reduces the clock frequency.
Observation 1: A tightly packed matrix is a structure that does not fit into pipeline processing, which may reduce decoder throughput.
Observation 2: SET LDPC codes is better suited to layered decoding than MET LDPC codes.

Performance results
In Figure 2, we plot BLER performance of sum-product (SP) for single type and SP/offset min-sum (offset MS) algorithms for multiple edge type. To evaluate the performance, we conduct a simulation as follows:
· SET LDPC code in [2] with lifting size 256, MET in [3] with lifting size 500.
· Codeblock size = 8000.
· Code rate = 8/9.
· Maximum number of iteration for flooding schedule = 50.
· AWGN channel, QPSK modulation.
SET LDPC code has the similar BLER performance with MET LDPC code for SP algorithm at an SNR of 6.1dB and is better than layered offset MS LDPC a little at an SNR of 6.2dB. MET LDPC code has error floor around BLER of 10-3 for SP and MS algorithms, which may give more significant performance impact over fading channels. SET LDPC code, on the other hand, does not show an error floor.
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Figure 2. BLER performance for SP and MS algorithm
Observation 3: SET LDPC code does not show an error floor.
Observation 4: MET LDPC code has error floor around BLER of 10-3.

2. Conclusion
In this contribution, we considered multiple-edge QC-LDPC code for eMBB data channel. Based on the above discussion and evaluation results, we have the following observations. 
Observation 1: A tightly packed matrix is a structure that does not fit into pipeline processing, which may reduce decoder throughput.
[bookmark: _GoBack]Observation 2: SET LDPC codes is better suited to layered decoding than MET LDPC codes.
Observation 3: SET LDPC code does not show an error floor.
Observation 4: MET LDPC code has error floor around BLER of 10-3.
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